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ABSTRACT
The Bronze Age tell settlement of Pecica “Șanțul Mare” in Romania is regarded as a regional center of the Mureș culture due to the flourishing of higher-status activity experienced during the Florescent Period (1820-1680 B.C.). Recent excavations at the site began to examine whether this higher-status activity was present during the Initial Period (1950-1900 B.C.), the earliest period, or if it grew out of the transition between these periods. This analysis compared faunal remains from the Initial Period and the Florescent Period to examine changing inequality over time. Species utilization, cull patterns, and body part representation were used to infer social organization during these periods. The combination of secondary product utilization, low quantity of horse, and presence of low quality meat during the Initial Period suggests that social inequality intensified over time and reached its pinnacle during the Florescent Period. These results can also be used to examine the development of social stratification in the Bronze Age as a whole.
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1. INTRODUCTION
Social and economic inequalities, political hierarchies, and other forms of social stratification are almost ubiquitous throughout the world today. Since very few societies today are egalitarian, the concept of everyone being equal can be difficult for people to grasp. However, for most of human history, societies have been organized in relatively egalitarian forms. The process of transitioning to a more socially stratified society is an important focal point to study as it reveals how power structures develop. By looking at this transition, it is possible to understand how humans acquire and consolidate power as well as the changes that occur in the everyday lives of the people, such as subsistence strategies, trade, and social relations.

The Bronze Age site of Pecica “Șanțul Mare” in present-day Romania (Figures 1 and 2) provides a compelling case study for the development of social stratification and the emergence of power. According to O’Shea and Nicodemus, Pecica was an economic center sitting along the Mureș River, which enabled its inhabitants to control trade from the Carpathian Mountains to the confluence of the Tisza and Mureș rivers. Its regional prominence manifested itself through the trade of horses and metal production. Though it started off as a small tell settlement, Pecica quickly grew into one of the largest settlements of the Mureș (Maros) culture through the aggregation of people from other abandoned settlements. Pecica thus serves as an excellent case study for examining the emerging social hierarchy of the Mureș culture as well as the Bronze Age more generally.

A. Since Pecica is in Romania, the Romanian spelling, Mureș, is used rather than the Hungarian spelling, Maros.
Recent excavations at the site (2005-2015) have begun to study this development. While these excavations have revealed an abundance of information regarding the later periods of the site, including its peak, the early periods have received little analysis. Understanding the development of social stratification from the early periods to its peak not only benefits the comprehension of the site’s transition, but it also allows for better insight into emerging stratification during the Bronze Age on a broader scale. As such, it is imperative to examine the early periods to better understand the characteristics that existed before social stratification developed or when it was in its preliminary stages. This can then be compared to what is already known to add to the larger picture of the development of power during the Bronze Age.

Previous research has focused on metal or other human-made artifacts to examine social stratification during the Bronze Age. However, the excellent preservation of faunal remains at Pecica allows for the analysis of animal usage to provide a lens to study developing stratification. By examining changes in the frequency of certain species, skeletal elements, and age categories, shifts in animal management and preferential consumption of quality meat can be observed. These shifts can be used to examine how those in power are controlling the animal economy and when they solidified their power. At Pecica, changes in the composition of the faunal assemblage between periods permits tracing the shifts in the animal economy over time. Through the comparison of periods, general trends can be established, and the timeline of development can be narrowed.

Social stratification at Pecica was most prominent during the Florescent Period (1820-1680 cal. B.C.) during which horse breeding and metal trade were at their peak. Based on previous research, it is unclear whether social stratification developed during the Formative Period (1900-1820 cal. B.C.), immediately preceding the Florescent Period, or was present in the Initial Period (1950-1900 cal. B.C.), when the site was first founded. The faunal data from layers Ea7 and F was used to examine the degree of social stratification between periods. The data from these two layers will be used to discern what species were exploited, the culling patterns of these species, and what body parts were most common which are used to identify the presence of social distinctions.

The study of the development between the Initial and Florescent periods will not only contribute to the understanding of changes at Pecica, but also other changes in the region and the Bronze Age as well. It can also be used as a proxy for the development of social hierarchies among the Mureș culture in Eastern Europe. Finally, it serves as an example of broader trends taking place throughout Europe during the Bronze Age. Through the examination of the faunal assemblage from the early periods at Pecica, the development of social stratification can be applied to various scales from the site specifically to the Bronze Age as a whole.

2. BACKGROUND

2.1 The Bronze Age

In Eastern Europe, the Bronze Age lasted from 2800-700 cal. B.C. (Table 1) and was characterized by an increase in metal production and trade, particularly Bronze for which it gets its name. At the climax, the exchange networks reached across most of Europe. It was through these networks that horse trading also took place and became the one of the distinguishing attributes of Pecica. At the heart of the trade in the Carpathian Mountains was the Danube River with its branches, including the Tisza and Mureș (Figure 3), also playing a significant role in the trade and development of the regions.

<table>
<thead>
<tr>
<th>Period</th>
<th>Timeframe</th>
</tr>
</thead>
<tbody>
<tr>
<td>Early Bronze Age</td>
<td>2800/2500-2000/1800 B.C.</td>
</tr>
<tr>
<td>Middle Bronze Age</td>
<td>2000/1800-1400/1200 B.C.</td>
</tr>
<tr>
<td>Late Bronze Age</td>
<td>1400/1200-700 B.C.</td>
</tr>
</tbody>
</table>

Table 1. Eastern European Bronze Age chronology.

As a result of the propensity for trade, many settlements were built along the rivers. Settlements in this region existed in two forms: tells and “open” sites. A tell site is a settlement that has been built on the debris of previous habitation making the site located on a mound or hill. Tell sites were typically fortified by surrounding ditches or embankments. Open sites, on the other hand, are sites located off-tell and are unfortified. While residences were mostly off-tell, the tell settlements were typically the location of the social and political hierarchy with the surrounding open sites falling under its control.

An example of a tell settlement system can be seen at Százholombatta, a site similar to Pecica, in Hungary. This fortified tell settlement was divided internally into the acropolis and the village with smaller, outlying settlements also under its power. This is a good example of the division of power within the site and between the site and surrounding villages. Tell settlements, like Százholombatta, were highly populated but did not reach their zenith until the Middle Bronze Age (2000-1200 cal. B.C.). It is during this time that stratification within societies became clearer. This period also marks the founding of Pecica and the development toward its eventual stratification.

While the tell may have been the seat of power, it is the surrounding settlements that supported the tell and provided the resources necessary to survive. The outlying villages grew wheat, barley, and millet, as well as raised animals for their own use but
Figure 3. Location of Pecica and other Mureş sites in the Carpathian Basin, except Toszeg.

also to supply the tell. Sheep and goats (caprines) were the dominant species for consumption followed by cattle and pigs. Horses and dogs were also present but served mostly the purpose of supplying secondary products, such as labor and companionship. The settlements primarily subsisted on these domesticates but supplemented their diet with wild animals as well. It is through these animals, both wild and domestic, that Pecica will be examined.

2.2 The Mureş Culture

Pecica is part of the larger cultural group known as the Mureş. However, while Pecica is culturally similar to other Mureş groups, it is politically different. It is the political differences that make Pecica unique. As such, Pecica is referred to as the Middle Mureş, while other groups in the region are referred to as the Lower Mureş. These designations refer to their location on the Mureş River as well as designate their differences.

John O’Shea’s book, Villagers of the Maros: A Portrait of an Early Bronze Age Society, explores this culture group in detail. Inhabiting the marshland regions at the confluence of the Tisza and Mureş Rivers in present-day Hungary, Serbia, and Romania, the Lower Mureş culture existed from 2700-1500 cal. B.C. and is known for its highly-structured cemeteries. Based on these cemeteries, status differences could be determined by the presence of certain burial objects. In addition, symbolic treatment like orienting the body north versus south to indicate sex. However, this only allows for social status to be examined in relation to the cemetery and not specific settlements since several villages are associated with a single cemetery.

Like the other Bronze Age cultures in this region, the Mureş built tell settlements surrounded by satellite communities. According to O’Shea, these satellite settlements focused on agriculture, which included growing barley and einkorn wheat and exploiting a variety of animals. The economy was based on raising livestock as well as weaving cloth, manufacturing ceramics, and metallurgy. Pecica exhibits these same characteristics.

As stated earlier, while the cultural characteristics are similar, the political structure of groups on the Lower Mureş and Middle Mureş, including Pecica, differ. The Lower Mureş communities were organized in autonomous villages where each village was self-sufficient and independent from the rest. These groups typically consisted of small hamlets. This is contrasted with Middle Mureş groups, however, which were organized around a two-tiered hierarchy, or simple chiefdom, with the central site being a large fortified tell, such as Pecica. Under this system, Pecica was the center of power and had control over the surrounding villages. As a result, there existed an obligatory flow of materials from the outer villages to Pecica at the center due to the political asymmetry between the two. This typically was exhibited by the smaller villages paying tribute in the form of subsistence goods to the political center.
2.3 Pecica

2.3.1 History of Excavations

According to O’Shea et al., archaeological excavations have been carried out at Pecica as early as the nineteenth century. The earliest known excavations were done by Ladislau Dömötör in 1898 and subsequent excavations were carried out sporadically through the 1960s. However, these excavations only explored the Iron Age deposits at the site. As a result, the Bronze Age deposits were left intact until a project led by John O’Shea, Florin Drașovean, and Peter Hügel aimed to excavate and analyze these layers beginning in 2005. The preliminary analysis of the Bronze Age deposits concluded that the majority of faunal remains consisted of livestock, which increased in frequency over time compared to wild resources. Pigs (Sus scrofa domesticus) were common in all levels as well as caprines, the latter of which increased in proportion over time. In addition, carp (Cyprinidae) were common.

During the next few excavation seasons, the faunal remains continued the trend of being dominated by domestic livestock. However, the prevalence of fish changed as very few fish were found in these earlier deposits. They were replaced by the influx of an abundance of horse (Equus caballus) remains during the Florescent Period, which would become known as the peak of the site. The importance of horse at the site can be seen through the presence of a row of features in which horse long bones were vertically placed in association with braziers. This placement probably represents ritual activity, demonstrating the significance of horse during this period.

Following the 2009 season, Nicodemus reported on the preliminary results of all the fauna analyzed up to that point. Overall, the fauna at Pecica has a heavy reliance on animal husbandry. Caprines were most abundant followed by pigs and cattle which were used equally. Caprines were raised for their meat as evidenced by the killing of prime-aged subadults. Pigs, on the other hand, were killed in their first year to control the population size since not many animals are required for breeding. Cattle were used primarily as a meat source, though they were also exploited for dairy as evidenced by sex data.

2.3.2 Chronology

Pecica’s history is divided into four periods (Table 2). The first period is the Initial Period and lasted from 1950-1900 cal. B.C. This period was characterized by an economy reliant on metal working and other craft production along with long distance trade.

<table>
<thead>
<tr>
<th>Era</th>
<th>Culture Group</th>
<th>Site Period</th>
<th>Site Phase</th>
<th>Date (cal. BC)</th>
<th>Site Layers</th>
<th>Structures</th>
<th>Major Developments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medieval</td>
<td>Árpád</td>
<td>AD 1000-1100*</td>
<td>Str. 9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Iron Age</td>
<td>Dacian</td>
<td>300-100</td>
<td>(intrusive pits)**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle Bronze Age</td>
<td>Mureş</td>
<td>Final</td>
<td>1</td>
<td>1615-1545</td>
<td>B1-3</td>
<td>Str. 0</td>
<td>Final MBA occupation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>1680-1615</td>
<td>C1-3</td>
<td>Str. 0, 1</td>
<td>Decline in occupation intensity, settlement contraction</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Florescent</td>
<td>3</td>
<td>1765-1680</td>
<td>C4-5/D0</td>
<td>Str. 2, 4, 10</td>
<td>Peak metallurgical production, platform construction, settlement expansion</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4</td>
<td>1820-1765</td>
<td>D3, E1</td>
<td>Str. 3, 4</td>
<td>Peak horse breeding, feasting deposits</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Formative</td>
<td>5a</td>
<td>1875-1820</td>
<td>E2-3</td>
<td>Str. 5-8</td>
<td>Final combed ware, initial baroque ceramics</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>5b</td>
<td>1900-1875</td>
<td>E4-6</td>
<td>Str. 11, 14</td>
<td>Construction of ‘great ditch,’ establishment of central site plan, construction of central plaza</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Initial</td>
<td>6</td>
<td>1920-1900</td>
<td>E7-F</td>
<td>Str. 15</td>
<td>First rusticated wares</td>
</tr>
<tr>
<td>Early Bronze Age</td>
<td>Hunyadi halom</td>
<td>7</td>
<td>1950-1920</td>
<td>G-I</td>
<td>Str. 12, 18</td>
<td>Site leveled, erection of ritual structures</td>
<td></td>
</tr>
<tr>
<td>Middle Copper Age</td>
<td></td>
<td></td>
<td>3935-3800</td>
<td>J-M</td>
<td>Str. 13, 16</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Date from off-tell Medieval Structure 9 (in test unit 3)

**Medieval and Dacian layers and features excavated in block area by Crişan (1978). Only several deep Dacian pits cutting into Bronze Age deposits left in situ and dated

Table 2. Chronology of Pecica including Copper Age and Iron Age settlements.
The subsistence economy during these early periods was focused on raising livestock with an emphasis on secondary products. Activities like hunting, fishing, fowling, and mollusk collecting took secondary roles. What makes this period unique, aside from the founding of the settlement, was the discovery of pierced pig mandibles in the floor of a house in association with broken and unfinished axes. These were found in a house with a series of objects argued to be legs to an altar, some of which were zoomorphic. While this suggests ritualistic behavior and possibly the presence of higher-status individuals, not much is known about the social organization during this period. As such, research to this point has been unable to determine the magnitude of the presence of higher-status individuals during this period.

The next period is the Formative Period, which continued until 1820 cal. B.C. Metallurgy and craft production continued to abound, however, the subsistence economy changed. It appears that neighboring tells may be subsidiaries of Pecica by providing labor and subsistence goods to those on the tell. Regardless, there is still evidence of the management of livestock on the tell. The Formative Period also experienced an intensification of horse production, which carries over into the following period.

Following the Formative Period, the Florescent Period, which lasted until 1680 cal. B.C., was the pinnacle of Pecica’s regional influence. This period experienced an increase in occupation intensity that was concurrent with a peak in horse production and metallurgy. Horse breeding became the main focus of the higher-status individuals during this period and it appears they engaged in conspicuous consumption of prime reproductive-age mares. In addition, horse trading flourished with age and sex data indicating local stock breeding. This is also the period in which the vertical bone pits were found, representing remains of feasts focused on valuable breeding mares, demonstrating an even further emphasis on horse as a ritualized animal. Horses became symbols of status and prestige and create the basis of this period.

With the pronounced presence of higher-status activity on the tell came changes in the subsistence economy. There was a shift from an emphasis on secondary products to the increase of high-quality meat on the tell, presumably for consumption by higher-status individuals. In addition, the presence of off-tell settlements became pronounced, though they did not have access to this high-quality meat. This disparity in meat quality, as well as significant socioeconomic differentiation, exhibits the separation of the two settlement areas with the tell at the center and the off-tell settlement serving a subsidiary role. The Florescent Period is the first instance when intense higher-status activity is definitively seen so far, though more research is required to examine when this stratification emerged since this period is the peak of this activity.

The Final Period at the site saw a quick collapse and abandonment of the tell by 1545 cal. B.C. The intense metalworking, horse production, and manufacturing of high-value crafts all broke down and were replaced once again by a generalized subsistence economy. This site would not be occupied again until the Iron Age when the Dacians built a settlement here. Pecica was not the only settlement to meet its end in this region. Around this time, all remaining Mureș settlements were abandoned as well as most polities across the Carpathian Basin.

It can be seen through this overview of the chronology of the site that the later periods, particularly the Florescent and Final periods, are well understood. However, the analysis of the earlier periods is lacking, and much is yet to be learned. One glaring gap that is the focus of this paper is the insufficient understanding of the social organization preceding the Florescent Period. While it is obvious that this period exhibits the height of control by higher-status individuals and social stratification at the site, the knowledge of the beginning and transition to this consolidation of power is missing.

2.3.3 Indicators of Status

The results of this faunal analysis can do more than just demonstrate what the inhabitants of Pecica were eating and using for work. The fauna can also be used to infer social organization, including the presence of inequality. Nicodemus’s article “Food, Status, and Power: Animal Production and Consumption Practices during the Carpathian Basin Bronze Age” examines the role animals play as markers of status. Food can be manipulated by the higher-status individuals since they prefer meat with higher quality, quantity, and procurement costs because it demonstrates the power and wealth they obtain to be able to afford this more costly meat. Therefore, social differentiation can be exhibited by a shift to high quality products rather than focusing on less costly animals that minimize risk, typical in small scale breeding practices. It seems that, early on at the site, Pecica’s animal economy was focused on a mixed strategy of large quantities of meat and secondary products and was characterized by a low number of horses. However, during the Florescent Period there was an increase in horse remains at the expense of caprines, which was coupled with an increase in the culling of young animals and scheduled off take indicating a control of the economy by higher-status individuals.

Political centralization and social inequality can also be shown through a tribute system where outlying settlements give goods to the tell settlement, demonstrating that they are under the control of the tell.
stratification take place in a direct distribution system where goods go directly from the producer to the consumer.\textsuperscript{14, 15} For example, in a direct distribution system, the crops and animals that are grown or raised by the producers would be directly exchanged with the people of the village. Larger scale and stratified societies, on the other hand, are usually characterized by indirect distribution systems where the consumer does not receive goods directly from the producer. These systems may include provisioning, which focuses on animals that have achieved maximum body weight, large animals, and favors animals of a particular age and sex to show power over herd reproduction.\textsuperscript{14, 15} In this system, the higher-status individuals on the tell receive tribute from the surrounding settlements and then redistribute it to support their agendas and some may be given to the people of their tell, which in turn solidifies their power. However, the redistribution by the higher-status individuals is not an act of generosity. This action serves to create hierarchy, display power, and generate debt relationships. In some cases, the goods may never be redistributed to the people but rather kept by the higher-status individuals to support their own interests. Pecica exhibited only a direct distribution system at the beginning and end of its occupation but displayed some aspects of an indirect distribution system at its peak as well when higher-status individuals were most prevalent.

In addition to these indicators of social stratification, differences in status are also apparent through feasting activities, which are evidenced by collections of high quality parts, large animals not consumed on a daily basis, and animals with a symbolic significance. The vertical horse bone pits mentioned earlier hint at the occurrence of feasting, which is furthered by the evidence that these bones were protruding above the ground surface as a display of conspicuous consumption. Supplementary evidence for feasting at Pecica comes from deposits containing bones of large animals and high-quality meat portions. The use of high-quality meat on-tell contrasts with the low-quality body parts found off-tell.\textsuperscript{14}

The presence of horses at Pecica is a unique indicator of social stratification since they were used for more than just transportation. Horses were used in ritual feasting, in the case of the bone pits, as well as prestige items in trade. Pecica was one of the only settlements in the region with horse breeding, giving it a monopoly on horse trading. For this reason, the use of horses in ritual feasting is even more significant since it was a display of power by being able to kill and eat such a valuable animal.\textsuperscript{14}

### 3. METHODS AND PROCEDURES

Using basic faunal analysis techniques, faunal remains from two layers and their associated features from the Initial Period were studied to gain a better idea of the role animals played in society at Pecica. Layer Ea7 and Layer F were chosen to answer this question because they had not been analyzed yet, and they would give an insight into what was occurring with the animal economy during the early periods at the site. Much is known about other aspects of the economy during these periods, but there is no faunal data to supplement this.

Layers Ea7 and F date to roughly 1920-1900 cal. B.C. These layers exist outside of the structures and therefore contain generalized refuse debris rather than debris from specific households. The faunal remains from these layers was collected by hand recovery. Flotation was done throughout the site to check for bias against fish in the recovery method. However, most bone found through flotation was unidentifiable mammal with very little fish, most of which was unidentifiable.\textsuperscript{11} As a result, the use of hand recovery does not significantly affect the results.

For analysis purposes, these layers are not only examined on their own, but they are also combined with other Initial Period data when appropriate to increase sample size. Initial analysis began with identifying all remains to taxon, element, portion, side, age, and sex when possible. Identification was accomplished through the use of the reference collection at the Mississippi Valley Archaeological Center as well as the *Atlas of Animal Bones: For Prehistorians, Archaeologists, and Quaternary Geologists* by Schmid.\textsuperscript{16} While a concerted effort was made to identify all remains, many were too fragmentary to identify beyond their class size. For those that were identifiable, taxon was narrowed down to species if possible and elements were identified by diagnostic characteristics.

Determining the differences in goat (*Capra hircus*) and sheep (*Ovis aries*), which exhibit similar skeletal morphology, was aided through guides by Boessneck,\textsuperscript{17} Zeder and Lapham,\textsuperscript{18} and Zeder and Pilaar.\textsuperscript{19} In many cases, the differences between goat and sheep were unable to be distinguished and were subsequently placed in a general caprine category. Age was recorded based on dental wear stages. Dental wear stages were established according to the stages laid out by Grant.\textsuperscript{20} Age was also examined through epiphyseal fusion, but the sample sizes were too small. There was also a high degree of carnivore destruction, which disproportionately affects bones that fuse later. For these reasons, epiphyseal fusion data was eliminated to prevent skewed results. In addition, basic measurements of the bones were taken in accordance with the standard measurements found in *A Guide to the Measurement of Animal Bones from Archaeological Sites* by von den Driesch.\textsuperscript{21}

With this set of data, the basic quantification methods of NISP (number of identified specimens) and MNI (minimum number of individuals) were calculated. NISP is calculated by counting the number of specimens or the total number of elements. This method generates the maximum number of individuals at the site, however it is limited in that it does not account for associated
elements and ignores the role of fragmentation. MNI, on the other hand, counts the quantity of the most abundant element from a single side. This produces the minimum number of individuals possible at the site, which means it does not over-estimate taxa and it takes associated elements into account. However, it can over-represent certain taxa that may not actually be abundant and is affected by animals without symmetrical elements. Overall, NISP minimizes the importance of species represented by only a few specimens and exaggerates the importance of those easily recognizable, while MNI over-emphasizes the importance of rare animals, specifically in highly fragmented assemblages. For this analysis, MNI was calculated separately for each layer because they are stratigraphically distinct and are therefore mutually exclusive.

These two methods were used to not only give a general overview of animal use at the site, but also to begin looking for differences in species exploitation within the Initial Period and across periods at the site. Using these numbers, %NISP and %MNI were calculated to indicate further differences in species exploitation by variations in the percentages of certain species or animal classes. These percentages were calculated by dividing the NISP or MNI of a certain taxa or size class by the total NISP or MNI for each layer.

In addition to basic bone counts, the significance of meat was also studied through meat utility. This examined the quantity of meat for an element since higher status individuals generally prefer meatier elements with better cuts of meat. Utility classes were based on Binford and were divided into very high, high, medium, low, and very low. The different classes and the elements associated with each can be seen in Table 3. Broader classes were examined by combining very high through medium into a higher category and low and very low into a lower category, which was useful when small sample sizes were encountered. These classifications can be used to establish if there was a focus on higher quality body parts during certain periods or in certain areas that could indicate potential status differences.

<table>
<thead>
<tr>
<th>Utility Class</th>
<th>MGUI</th>
<th>Element</th>
<th>Utility Class</th>
<th>MGUI</th>
<th>Element</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very high</td>
<td>100-80</td>
<td>rib</td>
<td>Medium</td>
<td>30-20</td>
<td>radius</td>
</tr>
<tr>
<td></td>
<td></td>
<td>costal cartilage</td>
<td></td>
<td></td>
<td>ulna</td>
</tr>
<tr>
<td></td>
<td></td>
<td>sternbra</td>
<td></td>
<td></td>
<td>astragalus</td>
</tr>
<tr>
<td></td>
<td></td>
<td>pelvis</td>
<td></td>
<td></td>
<td>calcaneus</td>
</tr>
<tr>
<td></td>
<td></td>
<td>sacrum</td>
<td></td>
<td></td>
<td>navicolocuboid</td>
</tr>
<tr>
<td></td>
<td></td>
<td>femur</td>
<td>Low</td>
<td>20-10</td>
<td>cranium</td>
</tr>
<tr>
<td></td>
<td></td>
<td>patella</td>
<td></td>
<td></td>
<td>atlas</td>
</tr>
<tr>
<td>High</td>
<td>55-30</td>
<td>mandible (with tongue)</td>
<td></td>
<td></td>
<td>axis</td>
</tr>
<tr>
<td></td>
<td></td>
<td>hyoid</td>
<td></td>
<td></td>
<td>carpals</td>
</tr>
<tr>
<td></td>
<td></td>
<td>cervical vertebra (no C1/2)</td>
<td></td>
<td></td>
<td>metacarpals</td>
</tr>
<tr>
<td></td>
<td></td>
<td>thoracic vertebra</td>
<td></td>
<td></td>
<td>tarsals</td>
</tr>
<tr>
<td></td>
<td></td>
<td>lumbar vertebra</td>
<td></td>
<td></td>
<td>metatarsals</td>
</tr>
<tr>
<td></td>
<td></td>
<td>vertebra (gen)</td>
<td></td>
<td></td>
<td>caudal vertebra</td>
</tr>
<tr>
<td></td>
<td></td>
<td>scapula</td>
<td>Very low</td>
<td>&lt;10</td>
<td>1 phalanx</td>
</tr>
<tr>
<td></td>
<td></td>
<td>humerus</td>
<td></td>
<td></td>
<td>2 phalanx</td>
</tr>
<tr>
<td></td>
<td></td>
<td>tibia</td>
<td></td>
<td></td>
<td>3 phalanx</td>
</tr>
<tr>
<td></td>
<td></td>
<td>fibula</td>
<td></td>
<td></td>
<td>sesamoid</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>horn core</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>antler</td>
</tr>
</tbody>
</table>

Table 3. Meat utility classes for artiodactyls.

As explained earlier, dental ages were recorded according to Grant, which were used to create mortality profiles. These profiles indicate different culling, or killing, patterns. These patterns can inform on the primary use of animals at the site. For example, an economy focused on meat procurement will exhibit a high culling of prime-age animals, while one focused on secondary products will exhibit a high culling of old age animals. A natural mortality profile shows both medium deaths of young as well as old animals with only a few deaths of prime-age individuals. Based on this, deviation from this profile indicates the use of animals by humans, especially in the case of a high culling of young animals, which could be an indicator of preferential access to meat by higher-status individuals. In addition to being an indicator of animal use, the aging data also assist in narrowing the MNI counts by either eliminating or demonstrating the possibility that two elements belong to the same individual.

A final statistical analysis of the data was done with chi-square tests to examine the variability in the data within the assemblage and across periods at the site. Chi-square tests can test for variability in the NISP and MNI, counts of meat utility categories, and age ranges. These tests allow distinctions to be made as to whether the Initial and Florescent periods are similar or different regarding these variables. It can then be evaluated whether or not high levels of social inequality were already present as early as the Initial Period or if it appeared later during the transition in the Formative Period.
4. RESULTS
The results of this analysis focus on three lines of evidence: species exploitation, culling patterns, and body part representation. The analysis of NISP and MNI can inform on the species that were most important to the economy and the diet of the people at Pecica. The mortality profiles created by the dental ages display the cull patterns that occurred and indicate the preference for animals during the different periods at the site. It is important to note that sex data would be beneficial to better understand these mortality profiles, however there were only three elements that could be reliably sexed. Finally, body part representation is used to show potential differential access to meat, which in turn is used as an indicator of social stratification. In all of these categories, differences observed between the Initial and Florescent periods may be either an indication of a shift in social and political organization resulting in the emergence of stratification or an increase in the social differentiation that was already present at the beginning of the site.

All three categories were analyzed first by comparing layers Ea7 and F to identify any differences and argue for the validity in combining these two layers with each other as one analytical unit. Once determined that the two layers were similar, they were combined with existing data from the Initial Period, and the results were compared to the Florescent Period to examine broader trends over time. The layers were able to be combined with previous Initial Period data since other evidence, such as craft production, was also similar indicating a congruence between the samples.

4.1 Species Exploitation
4.1.1 NISP
At Pecica, the NISP data (Table 4, Table 5, and Table 6) reveal an economy based on caprines (*Capra hircus*, *Ovis aries*, and *Caprinae*), pigs (*Sus scrofa domesticus*), and cattle (*Bos taurus*). Overall, caprines make up the largest proportion of livestock including horses at 71% for Layer Ea7 and 75.9% for Layer F for a total of 73.4% of the total NISP. Pig follows behind with 21.8% and 15.8% for Layer Ea7 and F respectively and 18.9% of the total. While the NISP for cattle consists of approximately 20 specimens per layer, they only equal 6.8% and 7.5% of the assemblage for Layers Ea7 and F respectively and 7.5% of the total. Even though horse (*Equus caballus*) is also included in the calculations of proportion of livestock, only one horse element was found between the two layers making it 0.2% of the total assemblage.

<table>
<thead>
<tr>
<th>Species</th>
<th>Ea7</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mollusk</td>
<td>544</td>
<td>1364</td>
</tr>
<tr>
<td>Sheep/Goat</td>
<td>180</td>
<td>190</td>
</tr>
<tr>
<td>Pig</td>
<td>64</td>
<td>44</td>
</tr>
<tr>
<td>Cattle</td>
<td>20</td>
<td>23</td>
</tr>
<tr>
<td>Sheep</td>
<td>15</td>
<td>17</td>
</tr>
<tr>
<td>Goat</td>
<td>13</td>
<td>4</td>
</tr>
<tr>
<td>Red Deer</td>
<td>13</td>
<td>2</td>
</tr>
<tr>
<td>Domestic Dog</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Roe Deer</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Horse</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Wels Catfish</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 4. NISP of all faunal remains for Layer Ea7 and Layer F.

To examine the significance of the variation in abundance of taxa identified to species, chi-square tests were used. It can be determined that the differences in NISP observed between layers Ea7 and F are not significant ($\chi^2 = 4.544$, $df = 3$, $p = .208$), and they can therefore be combined for comparison as a single unit. These layers also can be combined with the data from previous analysis from the Initial Period, done by Amy Nicodemus in 2005 and 2014-15, and be compared to the Florescent Period.

When combined, the proportions of each livestock taxon are similar between this previous data and the new results. The united data show that caprines comprise 64.9%, pig 22.4%, cattle 12.4%, and horse only 0.3% of the total assemblage for the Initial Period (Table 6). When compared to the Florescent Period (Figure 4), where the assemblage is distributed with 33.8% caprines, 27% pig, 18.8% cattle, and 20.5% horse, there is a significant shift in the utilization of livestock animals, as indicated by the NISP ($\chi^2 = 410.1$, $df = 3$, $p<.0001$). In particular, there is a far lower use of caprines and a dramatic increase in the number of horses.

<table>
<thead>
<tr>
<th>Class</th>
<th>Ea7</th>
<th>F</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mollusk</td>
<td>37.8%</td>
<td>58.2%</td>
<td>50.1%</td>
</tr>
<tr>
<td>Mammal</td>
<td>62.8%</td>
<td>41.4%</td>
<td>49.6%</td>
</tr>
<tr>
<td>Fish</td>
<td>0.2%</td>
<td>0.3%</td>
<td>0.3%</td>
</tr>
</tbody>
</table>

Table 5. %NISP by class for Layer Ea7, Layer F, and total.
While the focus was on domestic animals, they also exploited wild resources. Though small, a total NISP of 15 red deer (*Cervus elaphus*) and 3 roe deer (*Capreolus capreolus*) bones were found in layers Ea7 and F. As a result, wild mammals consisted of 3.0% of the total mammal remains. This contribution is comparable to the wild mammal used throughout the other periods at the site.

There was also a small contribution of fish, which comprise 0.3% of the total assemblage (Table 5). More significantly, mollusks contributed an enormous portion of the assemblage with 50.1% of total faunal remains (Table 5). This is almost equal to the %NISP of mammals, but nonetheless does not represent a large quantity of meat.

<table>
<thead>
<tr>
<th>Species</th>
<th>NISP Ea7</th>
<th>MNI</th>
<th>NISP F</th>
<th>MNI</th>
<th>Initial Period</th>
</tr>
</thead>
<tbody>
<tr>
<td>Caprine</td>
<td>208</td>
<td>10</td>
<td>211</td>
<td>8</td>
<td>754</td>
</tr>
<tr>
<td>Pig</td>
<td>64</td>
<td>5</td>
<td>44</td>
<td>3</td>
<td>260</td>
</tr>
<tr>
<td>Cattle</td>
<td>20</td>
<td>3</td>
<td>23</td>
<td>2</td>
<td>144</td>
</tr>
<tr>
<td>Horse</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 6. NISP and MNI counts of livestock for both layers and the Initial Period as a whole.

Figure 4. Percent NISP comparison of Initial Period (n=1161) and Florescent Period (n=1970).

4.1.2 MNI

MNI, as shown in Table 7, was calculated to compare against the results given by NISP data and to estimate a lower limit for the number of individuals present at the site. As was seen with the NISP, caprines were most abundant with pig and cattle following behind. The smallest MNI belongs to horse again with the presence of only a single element between both layers. Based on the MNIs, the distribution of livestock between the layers is similar to those of the NISPs with caprines at 52.6% for Layer Ea7 and 61.5% for Layer F, pig at 26.3% and 23.1%, cattle at 15.8% and 5.3%, and horse comprising only 5.3% and 0%. The total distribution of livestock for these two layers includes: 56.3% caprine, 25% pig, 15.6% cattle, and 3.1% horse. These numbers indicate a similar trend to what was seen with the NISP with an emphasis on caprines and a lack of horse.

<table>
<thead>
<tr>
<th>Species</th>
<th>Ea7</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mollusk</td>
<td>81</td>
<td>175</td>
</tr>
<tr>
<td>Pig</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>Sheep</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Sheep/Goat</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Goat</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>Cattle</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Domestic Dog</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Roe Deer</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Red Deer</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Horse</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 7. MNI and %MNI of Layer Ea7 and Layer F.

When these two layers are compared to each other, they also indicate that the differences in MNI between these layers are not significant ($\chi^2 = .826, df = 3, p = .8431$), and they can thus be combined into a single unit. When added to the preexisting data from Initial Period, the distribution of livestock is 59.6% caprine, 13.4% pig, 21.2% cattle, and 3.8% horse (Table 6). This compares to the Florescent Period assemblage of 30.1% caprine, 17.7% pig, 20% cattle and 31.5% (Figures 5). Like the NISP data, there is a significant difference ($\chi^2 = 20.12, df = 3, p = .0002$) between the MNIs of the Initial and Florescent periods.
As stated earlier, while domestic livestock make up a large portion of the assemblage, the people of Pecica did also utilize wild resources. Though comprising a small percentage of the assemblage, both layers contained a MNI of one red deer and one roe deer. The contribution of these animals was slim with them supplying only 10.5% of the total mammal remains. However, like the NISP, this contribution is similar to what is observed in the other periods at the site. Fish once again comprise a small portion of the assemblage at 1% (Table 8). However, mollusks comprise the majority of the assemblage at 83% compared to only 15.8% for mammals (Table 8).

<table>
<thead>
<tr>
<th>Class</th>
<th>Ea7</th>
<th>F</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mollusk</td>
<td>73.2%</td>
<td>88.4%</td>
<td>83.0%</td>
</tr>
<tr>
<td>Mammal</td>
<td>25.9%</td>
<td>10.1%</td>
<td>15.8%</td>
</tr>
<tr>
<td>Fish</td>
<td>0.9%</td>
<td>1.0%</td>
<td>1.0%</td>
</tr>
</tbody>
</table>

Table 8. %MNI by class for Layer Ea7, Layer F, and total.

4.2 Mortality and Aging
4.2.1 Dental Ages
Dental ages were first broken down by an age range in months and then converted into the more condensed categories of juvenile (less than 12 months), subadult (12-36 months), and adult (greater than 36 months) to coincide with the categories of young, prime-aged, and old for analyzing the age category preferred during the Initial Period.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Caprine</th>
<th>Sus</th>
<th>Bos</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Juvenile</td>
<td>Subadult</td>
<td>Adult</td>
</tr>
<tr>
<td>Ea7</td>
<td>2</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>F</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Initial</td>
<td>7</td>
<td>17</td>
<td>18</td>
</tr>
<tr>
<td>Florescent</td>
<td>5.5</td>
<td>12.5</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 9. MNIs of each age category for livestock between layers and periods.
4.2.1.1 Caprines
Among caprines, most individuals fell into the subadult and adult categories in the Initial Period when combined with layers Ea7 and F (Table 9). This indicates a focus on secondary products, like wool and milk, and animals which have reached maximum weight. When the distribution for the Initial Period (16.7% juvenile, 40.5% subadult, and 42.9% adult) is compared to the Florescent Period (23.9% juvenile, 54.3% subadult, and 21.7% adult) (Figure 6), the variations in the MNIs of the categories are not significant ($\chi^2 = 2.909$, df = 2, p = .234). However, while not statistically significant, substantial differences are seen in the age classes, which indicates a shift from a focus on secondary products to an emphasis on younger animals and high-quality meat production.

4.2.1.2 Pig
The majority of pigs fell into the subadult category during the Initial Period (Table 9). The Initial Period consisted of 19.6% juveniles, 76.1% subadults, and 4.3% adults, while the Florescent Period broke down into 50% juveniles, 45% subadults, and 5% adults (Figure 7). The differences these proportions reflect in the MNIs are significant ($\chi^2 = 5.996$, df = 2, p = .0499) and indicate a shift to culling younger animals as reflected by the large increase in juveniles between the two periods. Once again, this is a shift from maximizing meat to using costly young animals.

4.2.1.3 Cattle
Unlike the other taxa, the Initial Period expresses an absence of juveniles followed by only 37.5% subadults. As such, adults comprise the largest group at 62.5% indicating the extended use of an individual for secondary products, like traction and dairy. When viewed in relation to the Florescent Period (Figure 8), which is made up of 25% juvenile, 48.1% subadult, and 26.9% adult, the differences in MNIs are not statistically significant ($\chi^2 = 4.344$, df = 2, p = .114). However, like caprines, the small sample

B. The chi-square tests comparing Layer Ea7 and Layer F showed no statistical differences and were therefore combined with the Initial Period to allow for comparison to the Florescent Period.
sizes affect this since \( n \leq 5 \) for some categories. In reality, the substantial differences in age categories, especially the increase in juveniles, likely indicate a switch from a focus on secondary products to the production of high-quality meat.

4.2.3 Body Part Representation and Meat Utility
As stated earlier, body part representation and meat utility can indicate status differences since higher-status individuals prefer higher quality meat, such as elements with a higher amount of better tasting meat, while commoners are resigned to settle for low quality and smaller portions of meat.\(^{23}\) Elements, based on MNE, were separated into higher and lower categories to facilitate a more general look at how different quality meat was represented. The higher category consisted of the very high, high, and medium classes based on Binford,\(^{24}\) while the lower category was comprised of the low and very low classes.

<table>
<thead>
<tr>
<th></th>
<th>OC</th>
<th>Pig</th>
<th>Cattle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Higher</td>
<td>284</td>
<td>119</td>
<td>61</td>
</tr>
<tr>
<td>Lower</td>
<td>122</td>
<td>56</td>
<td>56</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>OC</th>
<th>Pig</th>
<th>Cattle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Higher</td>
<td>70.0%</td>
<td>68.0%</td>
<td>52.1%</td>
</tr>
<tr>
<td>Lower</td>
<td>30.0%</td>
<td>32.0%</td>
<td>47.9%</td>
</tr>
</tbody>
</table>

Table 10. Meat utility for the Initial Period.

4.2.3.1 Initial Period
For comparison to the Florescent Period, layers Ea7 and F were combined with previous Initial Period data. This combined data showed the split between higher and lower quality meat favored the higher quality meat (Table 10). Higher quality meat made up 66.8% of the assemblage with lower quality meat elements at 33.2%. This difference was visible in the meat quality categories of each animal. Caprines displayed a disproportionate amount of high quality meat at 70% with only 30% lower quality. Likewise, pigs showed a greater abundance of higher quality elements at 68% with only 32% for the lower quality category. Cattle, on the other hand, exhibited a relatively equal distribution of higher and lower quality elements at 52.1% and 47.9% respectively. The differences seen between these categories is significant (\( \chi^2 = 14.782, df = 3, p = .002 \)), favoring higher quality meat for caprines and pigs, with virtually no difference for cattle.

<table>
<thead>
<tr>
<th></th>
<th>OC</th>
<th>Pig</th>
<th>Cattle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Higher</td>
<td>416</td>
<td>333</td>
<td>160</td>
</tr>
<tr>
<td>Lower</td>
<td>209</td>
<td>144</td>
<td>174</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>OC</th>
<th>Pig</th>
<th>Cattle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Higher</td>
<td>66.6%</td>
<td>69.8%</td>
<td>47.9%</td>
</tr>
<tr>
<td>Lower</td>
<td>33.4%</td>
<td>30.2%</td>
<td>52.1%</td>
</tr>
</tbody>
</table>

Table 11. Meat utility for the Florescent Period.

4.2.3.2 Florescent Period
The Florescent Period also displayed a preference for higher quality meat (Table 11). Overall, 66% of the elements fall into the higher quality meat category indicating the preference for better quality meat that was also seen in the Initial Period. Both caprines and pig reflect this preference with 66.6% and 69.8% of the elements, respectively, being higher quality meat. Cattle once again, showed a nearly equal distribution with 47.9% higher quality and 52.1% lower. The differences between the higher and lower categories for each species is significant (\( \chi^2 = 72.364, df = 3, p<.0001 \)), demonstrating the predilection for the better quality meat.

5. DISCUSSION
Overall, the data gathered from Layer Ea7 and Layer F followed the same trends that are seen in the previous analysis from other Initial Period layers. This is important in that it ensures the results can be used to compare subsistence economies between the Initial and Florescent periods. Following the same lines of evidence as above, species representation, cull patterns, and body part representation from layers Ea7 and F are discussed in relation to the similarities and differences in comparison to the Florescent Period. For the most part, everything seems to support the hypothesis that the level of social inequality during the Florescent Period was a change from what was present in the Initial Period.

5.1 Species Representation
The dominant livestock animal during the Initial Period was caprines, with pigs and cattle taking secondary roles. The consumption of cattle was not a common occurrence. Cattle are large animals carrying a large quantity of meat, more meat than
can be consumed in a reasonable amount of time. Since there were limited ways to store meat, the animal would need to be eaten relatively quickly once it was butchered. To be able to consume an entire animal, many families would be required to partake in the meal, and cattle were therefore most likely reserved for feasts or other large gatherings where most of the individual would be used. While it could be argued that a market exchange existed to distribute the meat, most of the individuals were old, indicating they were more important for their secondary products than their meat. In addition, raising cattle required a large expenditure of time, food, and labor. To reach maximum body weight, cattle require three to four years of growth. This also points to the use of them for only special events since the time needed to raise a new animal to maximum weight is so lengthy.

Caprines, on the other hand, are small and can be consumed more quickly than cattle. While it would still take several days to consume an entire individual, it is a significantly less amount of meat than cattle. Caprines are also easy to control, require little labor and food, and reach maximum weight in only two to three years. The low cost of raising them combined with quick growth made them perfect for a regular meat supply. So even though cattle and pigs provide more meat to the inhabitants, they most likely did not play as large of a role in the daily life of the people. The main source of day-to-day meat would have come from caprines with cattle and pigs reserved for larger gatherings where a large quantity of meat could be adequately consumed.

The abundance of caprine remains during this period was a substantial difference to the more evenly distributed use of livestock in the Florescent Period. While caprine use decreased in this later period, the preference for pig and cattle increased. This could be attributed to many things including the increase in feasting activities required to consume large animals. The increase in feasting itself supports heightened higher-status activity, and the increase in large animals suggests more individuals were able to afford the high costs associated with consuming pigs and cattle more often.

However, the change in proportions of livestock is most likely a reflection of the enormous rise in the exploitation of horse (Figure 9). Between Layer Ea7 and Layer F, only a single horse element was recovered. This follows the overall trend of an absence of horse during the Initial Period in which only a total of three horse remains were found making up less than half a percent of the livestock. This is contrasted by the Florescent Period, during which horse outnumbered cattle. This nearly non-existence of horse during the Initial Period demonstrates that horse breeding and trading had not yet begun and the prestige and wealth that came along with it was not yet present. Trade, at Pecica, initially revolved around metallurgy and the production of high value composite ornaments, which probably resulted in some status distinctions during the Initial Period but not to the extent of those during the apex of horse trading. Once horse trading was established, disparities in social and economic classes likely became more pronounced since Pecica was the only local large-scale horse breeder. These discrepancies were not present earlier when metallurgy was the main trade craft due to the ubiquity of metallurgy in the region.

Along with trade, horses were used as symbols of status and prestige. Once horse trading became a higher-status activity, the consumption of horse meat was able to emerge as a display of power and a marker of inclusion in this prestigious trade market. Not only were horse remains more common on the tell during this period because more horses were actually present, but also because they were deliberately being killed for power displays and their bones were being deposited, sometimes ceremoniously.

Due to the large disparity between the two periods, it is evident that the significance of horses emerged somewhere in between. In addition, the virtual absence of horse during the Initial Period points to the emergence of this trade beginning during the Formative Period. Most importantly, this disparity shows that the magnitude of higher-status activity seen during the Florescent Period was not also present in the Initial Period. While there may have been some higher-status activity and the associated social
hierarchy present as evidenced by the production of high value composite ornaments present in mortuary contexts, it was on a much smaller scale.\textsuperscript{5} It most likely would have manifest itself in the form of small feasts of pig and cattle as found in the study by Zahradka.\textsuperscript{26} Based on species exploitation alone, there appears to be a shift between the Initial and Florescent periods.

5.2 Mortality and Aging
The aging data also suggest an intensification of social stratification after the Initial Period. Status differences are exhibited in the increased culling of younger animals. Younger animals are typically viewed as a more prestigious meat source due to the tenderness of their meat and the ability to eliminate an individual from the herd before it reaches reproductive age. Only higher-status individuals would be capable of butchering these young animals because of the costs involved with losing a reproductive member of the herd as well as losing the secondary products that could be exploited from an individual the longer they live. The increase in the killing of younger animals in general signals the preference for the younger, more costly meat associated with consumption by higher-status individuals.

Caprines display a switch in cull patterns toward younger animals and those who have reached maximum weight. The dental ages show a reliance on caprines for secondary products during the Initial Period with the maintenance of animals well beyond the age of prime meat production. The trend of raising individuals to adulthood changed in the Florescent Period where there was an emphasis on younger animals and prime age animals. Previous research found two distinct culls, one as the animals approached peak body size (16-24 months) and one, much earlier, of animals less than six months old.\textsuperscript{12} Not many individuals survived beyond two years where caprines reach peak weight because it is at this point where diminishing returns are experienced, meaning the continued cost of keeping the animal outweighs the value of the animal.

Pigs also experienced a shift toward younger culling following the Initial Period. Fewer animals reach maximum body weight seen in the decrease in the subadult category from 76.1\% during the Initial Period to 45\% during the Florescent. Unlike caprines, pigs do not provide secondary products other than eating the trash of the settlement. This does not mean that the culling of juvenile pigs had no consequences. The culling of younger animals shows the disregard for body size. Prior analysis has shown most pigs in the Florescent Period were killed before reaching 18 months old and many before six months.\textsuperscript{12} Pigs reach maturity between one and three years of age but are able to continue gaining weight throughout their lives. By slaughtering them before they reached maturity, higher-status individuals sacrificed the maximum meat potential as well as encouraged the mother to have a second farrow, increasing the production of juvenile pigs. It is this sacrifice and preference for juveniles that makes the use of young animals a symbol of wealth and power.

Cattle exhibit a similar change in culling patterns. The Initial Period was completely absent of juveniles with almost two-thirds of the individuals in the adult category. This indicates that secondary products were a priority as well as the use of cattle for meat. If meat maximization was the primary goal, the subadult category would contain the most individuals since it is at this point that the animal is most valuable. However, the majority of individuals fell into the adult category meaning they were kept beyond their peak, presumably to be used as traction and dairy animals. The Florescent Period shows a marked difference from this pattern with nearly a quarter of individuals falling in the juvenile range. Additionally, the percentage of adults declines and subadults increases slightly. This most likely indicated a shift to cattle as a meat source with less value placed on the secondary products. The increase in juveniles is important with cattle since their potential meat contribution is substantial. By culling individuals before they reach maximum weight, an enormous sacrifice was made in the potential food for the settlement.

5.3 Body Part Representation
In the presence of higher-status individuals, it is expected that a large portion of the assemblage would be higher quality meat since higher-status individuals prefer this type of meat. Even though both the Initial and Florescent periods show a large proportion of higher quality elements, there was still a considerable amount of lower quality elements present. If the higher-status individuals in the Florescent Period were receiving provisions from outlying settlements, it is expected that the percentage of higher quality elements would be higher due to the most valuable parts of the animal being sent to the tell while the lower quality parts were left in the outlying village. This would not be the case, though, if they were provisioning with whole animals.

It seems that all of the butchering was being done on tell and thus results in the presence of a relatively large amount of lower quality elements. Therefore, the remains may not be just the result of consumption but butchering as well resulting from provisioning of whole animals. As a result, the data show that the Initial Period shows similar trends as the Florescent Period indicating the presence of higher-status individuals. However, during the Florescent Period, people living off-tell only had low quality meat parts from high value animals like cattle and pigs.
5.4 Interpretation
As a result of the differences seen in the data between the periods, it appears that the presence of higher-status individuals and concurrent social stratification during the Initial Period was in the infant stages. Since culling patterns shifted to younger animals after the Initial Period, not during it, and horse remains were lacking compared to later periods, it can be inferred that the presence of higher-status individuals grew after this period. Over time, this system grew and developed into the structure that is represented in the Florescent Period. Due to the Formative Period filling the void between the Initial and Florescent periods, it can be assumed that this period experienced the transition toward the marked social and economic disparity of the Florescent Period. It can be expected that this period would exhibit portions of data representing characteristics from each period. For example, an increase in horse remains and slight increase in the use of juveniles can be expected from this period as well as a shift toward a larger percentage of high quality meat.

6. CONCLUSIONS
The social inequality at Pecica may have begun in the Initial Period, but it intensified and expanded over time until it reached its pinnacle during the Florescent Period, when trade and craft production were at their peak. Overall, the data from layers Ea7 and F continue to demonstrate that Pecica experienced a growth of higher-status activity as time progressed and the site grew. Despite the presence of some social inequality during the Initial Period, it does not match the magnitude of what was to come in the Florescent Period. As such, it appears that inequality intensified over time, likely during the Formative Period due to its position between the Initial and Florescent periods.

This research shows how faunal remains are useful indicators of social stratification and organization in addition to the traditional use of metal or other human-made artifacts, as well as clarifies the emergence of Pecica as a regional center. It expands the knowledge of Pecica’s history by examining the beginnings of the site, which has not received much attention yet. While there are drawbacks in the data in the form of small sample sizes and carnivore gnawing on the remains, they are informative nonetheless due to the similarity to other data collected from the same period. To improve in the future, larger sample sizes would allow for more detailed analysis and would continue to refine the picture of the social organization at Pecica. Further research into the higher-status activity already present during the Initial Period is also important for the information it would provide on how higher-status activity was displayed. This could then be compared to the displays of power in the Florescent to further define the difference in social stratification between the two periods.

While this research focuses solely on Pecica, it is also useful in examining other sites in the Carpathian Basin during the Bronze Age and the Bronze Age as a whole. It provides an insight into how higher-status individuals are represented in the archaeological record and how their presence changes over time in Mureș cultures. Comparing Pecica to other Mureș sites, it is possible to examine the relationships and connections that existed between the sites as well as understand the role Pecica played in the regional hierarchy.

This research also demonstrates a case study of how power and wealth developed and emerged in the Bronze Age. It looks at the transition towards social hierarchy and the emergence of inequality to better comprehend how large, stratified societies form. Through this study, it is possible to understand how humans acquired power in the form of livestock and trade goods and consolidated that power through displays of wealth such as feasting. Not only does this allow a better understanding of higher-status individuals, it also gives insight into the changes that took place in the everyday lives of the common people as a result of shifting power.

By examining Pecica, the importance of trade centers and the accumulation of people at sites can be studied for their effect on power dynamics and the development of hierarchical societies. Through the use of faunal remains to study social change, it is possible to better understand how past societies developed and came to leave a lasting impression in history. As a whole, Pecica provides an excellent case study for understanding site, regional, and interregional dynamics as well as examining the development of power and higher-status individuals in Bronze Age society.
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PRESS SUMMARY
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ABSTRACT

Instruction for developing students’ number sense is a critical area of research in mathematics education due to the role number sense plays in early mathematics learning. Specifically, number system knowledge—systematic relations among numerals and the use of number relations to solve arithmetic problems—has been identified as a key cognitive mechanism in number sense development. Number system knowledge is a component of number sense, and the researchers of this study hypothesize that it plays a critical role in second-grade students’ understanding of relationships among numbers and adaptive expertise with mathematics problems. The purpose of this exploratory case study was to investigate the variations of an eight-year-old student’s number system knowledge learning as she participated in an instructional treatment over nine weeks. The main research question of this study was: In what ways does a student struggling in mathematics develop number system knowledge during a nine-week period in her second-grade classroom as she engages in a number system knowledge instructional treatment? The case in this study was selected based on her low pretest score combined with her desire for making sense of mathematics. The data sources for this study were a number system knowledge assessment and student interviews. The analysis involved a multiple-cycle coding process that resulted in themes of adaptive expertise and the union of procedural and conceptual knowledge in mathematics instruction. The results suggest that this number system knowledge instructional treatment provided this case-study student to develop more pronounced adaptive expertise in solving mathematics problems. An in-depth analysis of how and why one struggling student develops number system knowledge during a nine-week instructional treatment within the context of her mathematics class provides exploratory evidence to help researchers and teachers develop and implement similar practices in elementary mathematics instruction.
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INTRODUCTION

In mathematics education, number sense is defined in multiple ways because it is a complex construct of interconnected knowledge.1,2 Overall, number sense includes components such as understandings of quantities, numbers, and number system knowledge. The importance of number sense is reflected in the Common Core State Standards of Mathematics, in which connected understandings of foundational number concepts, such as number sense are an important theme in the document.3,4 The focus of this article is on number system knowledge, which is one component of number sense. This article is about one eight-year-old student’s development of number system knowledge, which is defined as knowledge of systematic relationships among numbers and the ability to use number relationships to solve arithmetic problems.5 This student participated in nine weeks of a number system knowledge instructional treatment and completed pretest, benchmark, and posttest assessments and assessment interviews targeting number system knowledge understandings and skills. The purpose of this exploratory case study was to investigate the variations of the student’s number system knowledge learning during the instructional treatments.

THEORETICAL FRAMEWORK

Number sense view

Number sense requires a theoretical analysis because of the complexity of the construct.6 The number sense view provides a theoretical lens for understanding students’ number sense development. The number sense view is the perspective that students’ development of interconnected number concepts (as opposed to isolated skills) leads to more meaningful mathematical understandings. The number sense view explains that as reasoning with numbers improves (i.e., number system knowledge concepts), computational fluency with arithmetic problems improves.7,8 It provides a lens for understanding how number system knowledge influences, and is connected to, computational fluency, number line estimation, and problem solving.
Adaptive expertise
Adaptive expertise is developed when children are stimulated to develop a strong framework of number relations and flexibly use these relations for computation. Adaptive experts are experts who apply their schemas in adaptive and tuned ways. Adaptive experts tend to use creative and innovative approaches to solving problems, rather than simply the routine expertise of speed, accuracy, and automaticity of solving familiar problems. Key characteristics of adaptive experts include understanding why procedures work, ability to invent new procedures, and success in applying their knowledge to new situations.

Conceptual and procedural knowledge
Adaptive expertise involves a combination of deep conceptual and procedural knowledge along with flexibility in thinking. Conceptual knowledge can be defined as the comprehension of mathematical concepts, operations, and relations, whereas procedural knowledge is defined as skill in carrying out procedures flexibly, accurately, efficiently, and appropriately. Conceptual knowledge acts as a foundation that enables procedural knowledge, and it supports retention. Students with conceptual understanding know more than isolated facts and methods. They understand why a mathematical idea is important and the kinds of contexts in which it is useful. An instructional implication is such that meaning must be built for procedural knowledge. Flexibility in mathematics strategies should be a result of the eventual integration of conceptual and procedural knowledge.

Overall, the theories of number sense, adaptive expertise, and conceptual/procedural knowledge frame the methodology for this study and the interpretation of the results. These theories emphasize the complexity and interconnectedness of number knowledge, and thereby, provide a lens for understanding the variations in an eight-year-old student’s number system knowledge.

RESEARCH QUESTIONS
The purpose of this study was to explore an eight-year-old student’s variations in number system knowledge learning outcomes as she participated in an instructional treatment over nine weeks. The main research question of this study was: In what ways does a student struggling in mathematics develop number system knowledge during a nine-week period in her second-grade classroom as she engages in a number system knowledge instructional treatment? Specifically, the study looked at her variations on the target assessments and in her explanations of her reasoning in interviews:
- What are the variations in her performance on the Number Sets test?
- What are the variations in her performance on the number line tasks?
- What are the variations in her performance on the computational fluency tasks?
- What are the variations in her performance on the story problem tasks?
- How is her number system knowledge reflected in her discussions during the instructional treatment?

METHODS
Design
The design for this study was an exploratory case study to investigate the variations of eight-year-old Sarah’s (pseudonym) number system knowledge learning as she participated in an instructional treatment over nine weeks. This case study was part of a larger pilot project that developed and used a series of 27 teaching episodes aimed at improving second-grade students’ number system knowledge. Sarah, along with her classmates, took a pretest, two benchmark tests, and a posttest assessing their number system knowledge. Sarah participated in an interview at each measurement point to further explain her reasoning and strategies for the solutions on these tests.

Participant, setting, and materials
Based on her number system knowledge pretest score of 29%, Sarah was selected for further in-depth analysis because her score was in the bottom quartile of her class’s scores. Sarah is a Caucasian female who does not qualify for free/reduced lunch, English Language Learner services, or special education services. She attended second-grade in a charter school in the western United States. She began the study at 7 years, 7 months of age. Sarah expressed great interest in mathematics and enjoyed participating in mathematical conversations. Sarah worked very methodically on mathematics tasks and was particular about the strategies she chose to use, wanting to successfully accomplish the tasks.

Sarah and her 23 second-grade peers participated in regular mathematics instruction, which included daily number sense warm-ups (i.e., the number system knowledge instructional treatment) prior to the mathematics lesson. The classroom teacher and a researcher (the second author) taught the 27 teaching episodes at the meeting area of the classroom. These teaching episodes took place three days per week during the first 15 minutes of the mathematics instructional period. Each teaching episode for the instructional treatment followed a fairly standard format of the Quick Images number sense routine, in which the teacher shows an image of a quantity for only a few seconds, then facilitates a discussion about how many objects the students saw and how they figured it out. For example, Figure 1 shows three of the Quick Images the teacher used during one session of the instructional
treatment. Students individually considered the total amount, engaged in a pair-share discussion with a partner about how they figured out the total, and finally, the teacher facilitated a whole-class discussion about the various strategies for figuring out the total amount. The teacher purposefully connected students’ responses with written numerals and equations to explicitly link the quantity with numerals and equations that represent it.

This activity is theorized to activate students’ number system knowledge in that students cannot possibly count each object. Instead, they rely on their sense of magnitude, subitizing abilities (i.e., perceptually recognize an amount without counting), and use relationships among numbers to figure out the total amount (e.g., benchmark numbers, part-whole ideas, and composing/decomposing amounts). Each teaching episode was characterized by a classroom discussion among students about the images of the quantities, eliciting number system knowledge ideas such as linking numerals to quantities, place value, decomposing and composing numbers, estimation, computation, and relationships among numbers. Each session included a symbolic representation linked with a non-symbolic representation. Since the sessions for the instructional treatment served as a warm-up activity, the classroom teacher continued to use her school-adopted curriculum materials as the main source for planning and teaching their regular mathematics lessons.

Data sources
Data were collected using number system knowledge assessments, clinical interviews, and classroom observations. Data were triangulated using these multiple sources.

Number System Knowledge Assessments. The number system knowledge pretest and posttest assessments included four sections: (1) The Number Sets Test (students match an anchor numerosity to a stimulus containing the same number of elements as the anchor), (2) The Number Line Tasks (students locate the position of seven different target numbers on a number line), (3) The Computational Fluency Test (students complete four minutes of single-digit addition and subtraction problems), and (4) Word Problem Situations (students solve four different word problems). The two benchmark assessments included different versions of the Computational Fluency and the Word Problems subtests. Percentages for each subtest were calculated and then averaged for an overall score on number system knowledge. Research indicates that these number system knowledge assessments better capture important variations in children’s early mathematical development than performance on mathematics achievement tests.

Clinical Interviews. The researchers used a semi-structured interview protocol asking Sarah about her strategies and reasoning for solving problems on the number system knowledge assessments. Sarah participated in four interviews (pretest, Benchmark 1, Benchmark 2, and posttest). The interviews were videotaped and portions of the interviews were transcribed for in-depth coding and analysis.

Procedures
The study occurred in three phases: 1) Pretreatment Phase, 2) Instructional Treatment Phase, and 3) Posttreatment Phase. During the Pretreatment Phase, researchers collected informed consent from the students’ parents/guardians for participation in the study (IRB General #7954). Once Sarah returned her signed informed consent, she completed the number system knowledge pretest and participated in a clinical interview about her mathematical reasoning and strategies. In the Instructional Treatment Phase, Sarah participated in the instructional treatment three times a week over nine weeks for a total of 27 sessions. Sarah was present at all 27 sessions. At weeks three and six of the instructional treatment sessions, Sarah completed the number system knowledge benchmark tests and again participated in clinical interviews for each benchmark test. Finally, during the Posttreatment Phase, Sarah completed the posttest and a final clinical interview.
Data analysis
Quantitative data analysis involved visual analysis of measures of continual changes over time (e.g., graphs of means at each measurement point). Through this analysis, patterns and variations in the Sarah’s number system knowledge were identified both holistically through the assessment score and discretely by subtest through the subtest scores. Analysis of the clinical interview data included open and axial coding for Sarah’s written and verbal explanations of strategies for solving the mathematics problems. Beginning with open coding, the researchers analyzed the clinical interview video data and developed overarching concepts and categories, meaning general variations in Sarah’s responses were coded. Next, the researchers used existing frameworks from the mathematics education literature to code Sarah’s strategies with more specificity.

RESULTS
The research questions for this study guided an investigation into Sarah’s development of number system knowledge over a nine-week period of time. To answer the research questions, the results of her overall scores are presented and then the results are organized around Sarah’s performance on the four subtests, along with her responses to interviews that addressed her use of strategies on each of the subtests. Due to the qualitative nature of the coding analysis, the major themes around her development of number sense and adaptive expertise are presented along within the results.

Overall test score variations
Sarah scored 29% on the number system knowledge pretest assessment and 38% on the posttest assessment. Compared to her peers in the study, the mean pretest score for 23 students was 64%, and the mean posttest score for 23 students was 66%. The mean gain for students in Sarah’s class was 2 percentage points. Sarah had a mean gain of 9 percentage points, which was the third highest gain in her class.

Subtest variations
Sarah’s subtest scores varied in that she made pretest to posttest growth on all subtests except the target test for this study, the Number Sets Test in which her score decreased by over 10 percentage points. In addition, variations in her benchmark assessments across four measurement points for word problems and computational fluency alerted researchers to specific variations in her learning during the study, which were analyzed in-depth qualitatively. These results, disaggregated by subtest, provided more nuanced findings about Sarah’s learning.

Computational fluency subtest
Sarah’s computational fluency test scores increased from her pretest where she scored 18% to her posttest where she scored 23% (see Figure 2).

Across measurement points, Sarah tended to use counting strategies most frequently, which is a lower level strategy. Sarah’s interviews showed one to two more instances of reasoning strategies at each measurement point after the pretest and more instances of retrieval strategies on the posttest, which are more sophisticated strategies. Figure 3 highlights Sarah’s strategy use over time.
Throughout the study, Sarah described the counting strategy as “her” counting strategy, showing favoritism for and comfort in this anchor strategy. As such she would count on from the larger number with basic addition problems. For example, she demonstrated how she might count on using tallies or her fingers as she counted on from 7 to find the answer to the problem 4 + 7, as seen in her work on Benchmark 2 in Figure 4.

When confronted with basic subtraction problems, Sarah would use her fingers or tallies more frequently to help her keep track of the counting sequence. When asked what she did when there was a number bigger than the number of fingers she had, she stated that she would use pencils or some other means to help her keep track as seen in the following transcript:

Interviewer: How did you know this one [Sarah]? Twelve minus eight is four?
Sarah: I had to use my fingers a lot on that one, and I just... was like... 12... and I, well, it was kind of hard and stuff because you don’t have 12 fingers, and that one’s a hard one sometimes, and if you can do a test at your desk I like to use pencils or something like that.
Interviewer: Okay, the last one I am going to ask you about is 18 minus 9.
Sarah: Um, that one... (laughs) it would be a hard one with my fingers too, like the first one. Um... because it’s a really big number and stuff... but that’s just that one.
Interviewer: Do you have a guess? What would your guess be?
Sarah: Probably... 9 or 7 or something. I don’t know.
Interviewer: That’s a good guess! Why would that be your guess?
Sarah: Well... it’s just kind of some really high numbers, and so it would still be pretty high numbers, and yeah.

This pattern was seen to be used more frequently in the pretest where she used counting strategies on five of the nine computations she was interviewed about. When interviewed about the Benchmark 1 test, while Sarah still relied heavily on “her” counting strategy, she began to use more reasoning strategies where she would use patterns and relationships among numbers to invent reasoning strategies to solve unfamiliar problems. For instance, when confronted with the problem 9 + 2, she took one from the two, and gave it to the nine in order to make ten, then added one more. The use of these strategies demonstrates a developing maturity and flexibility in Sarah’s number sense. On the Benchmark 1 test, Sarah began to demonstrate more flexibility with her number sense development as she used counting, reasoning, and retrieval strategies with the same frequency. This progression was also seen in the results of Sarah’s Benchmark 2 test. It was noted that Sarah tended to use more retrieval strategies where she was able to efficiently, appropriately, and adaptively produce sums and differences from a memory network. This shift in Sarah’s thinking was seen with the problem 5+6 during her interviews across four measurement points (see Figure 5).
Pretest | Benchmark 1 | Benchmark 2 | Posttest
--- | --- | --- | ---
**Interviewer:** “So this one, you almost got to that one, 5+6, how do you figure that out?”

**Sarah:** “Well, usually what I do is my counting strategy... and I just go 6, 7, 8, 9, 10, 11... and that stuff, but sometimes what you have to do is you have to if it’s bigger than, if it’s like a two numbers, and you have to put one up or something... and yeah I just knew that and so I was about going to answer that one, but not quite.”

**Interviewer:** “How about 5+6? How would you figure that out?”

**Sarah:** “Well, I would probably do my strategy of 6... 7, 8, 9, 10, 11...”

**Interviewer:** “Nice, where you’re counting up from six?”

**Sarah:** “Yes.”

**Interviewer:** “What’s 5+6?”

**Sarah:** “Well... um... I would do my counting strategy, and go 6, 7, 8, 9, 10, 11... and then I know it’s 11.”

**Interviewer:** “Now, this one you didn’t solve, 5+6, how would you solve that now?”

**Sarah:** “Um, well, I’d know it’s 11, there’s a few ways. Um, I know that 5+4 is 9, add on two more would be 11. Um, and then I know that 4+6 is 10, but if I add on one more it would be 11.”

On the pretest, Benchmark 1 and Benchmark 2, Sarah would count on from six, using her fingers to keep track of what she had counted. On the posttest, however, she identified two new strategies she might use to solve the problem. This instance represents a breakthrough in Sarah’s thinking as she moved to more sophisticated strategies and the idea that there are multiple ways to solve the problem.

While Sarah demonstrated this shift in understanding, she still held to her counting strategies in order to solve several of the computations. These strategies are something that Sarah saw as being reliable and familiar, and she trusted them to get her to the correct answer. This reliance on the counting strategies was still manifest in Sarah’s posttest data where she continued to develop more retrieval strategies, yet held to those counting strategies she trusted. The counting strategies showed up more frequently in subtraction problems, which demonstrate Sarah’s developing understanding of the properties of subtraction as she worked to develop more adaptive expertise in this unfamiliar area.

**Word problems subtest**

Figure 5 shows Sarah’s verbal responses explaining her strategies for solving 5+6. On Sarah’s pretest she frequently used a direct modeling strategy, the most basic strategy in our coding framework. Having concrete representations of the items addressed in the word problems helped Sarah to visualize the task and better find solutions. For example, Figure 7 shows that on the pretest, Sarah drew three boxes to represent each bag of cookies. She then drew 15 circles in each bag to represent each cookie in the bag, which are organized in rows of 5.

On Sarah’s pretest she frequently used a direct modeling strategy, the most basic strategy in our coding framework. Having concrete representations of the items addressed in the word problems helped Sarah to visualize the task and better find solutions. For example, Figure 7 shows that on the pretest, Sarah drew three boxes to represent each bag of cookies. She then drew 15 circles in each bag to represent each cookie in the bag, which are organized in rows of 5.
Figure 7. Sarah’s written work on the Word Problems subtest on the pretest.

Sarah’s counting strategies, on the Word Problems subtest, are slightly more sophisticated than the direct modeling strategies. One distinct instance where Sarah’s use of counting strategies was highlighted was on Benchmark 1, as seen in Figure 8. Sarah started by writing a three, then proceeded to count up to twelve using tally marks to keep track. She eventually got to twelve and counted each tally mark, providing her with the answer of nine. This problem was one of many instances where Sarah relied on counting strategies to develop an answer.

Figure 8. Sarah’s written work on the Word Problems subtest on Benchmark 1.

While not apparent in the test scores, the interviews elucidate a shift in Sarah’s strategies at Benchmark 2. By Benchmark 2, Sarah began to move away from the direct modeling strategies and toward more counting and reasoning strategies. Sarah began to recognize that it was not necessary to physically construct and count the two sets described in a problem, and could see that there were more efficient methods. For example, during the Benchmark 2 interview, Sarah was asked to solve the following problem shown in Figure 9.

Figure 9. Sarah’s written work on the Word Problems subtest on Benchmark 2.

The following conversation took place around her work in Figure 9:

Interviewer: What about this one? I saw you used an equation... you started a picture, but then what did you do?
Sarah: Well, I was gonna do a picture, but I knew it would take longer and be harder. So, I did it with just that way because those ways are easier for me, and I got thirteen.

Interviewer: How did you get thirteen on this equation?
Sarah: Well, I took three, I did three take away zero, and it was still three. Then I took four away from three and... took three away from four and it was one.

The realization that there are more efficient strategies seemed to be monumental as Sarah began to complete the tasks with more accuracy. This transition from a conceptual to a more procedural understanding occurred after six weeks of participation in the Number System Knowledge instructional treatment. Sarah tended to use tally marks in order to keep track of the addends when needed, but was able to use invented strategies on 50% of the tasks on Benchmark 2.

This shift to more efficient strategies continued to develop through the next couple weeks as Sarah took her posttest and had only one instance where she used her counting strategy, but also used both invented strategies and the algorithm. On the multiplication problem in Figure 10, Sarah drew tallies to represent the cookies in each bag. She counted the tallies by five, and stated that there were 30+15 tallies. However, as she made the shift to creating an equation to represent her picture, she had written 20+15, coming to an incorrect answer of 35.

During Sarah’s posttest interview, she was able to successfully see where she had made the mistake and revised her equation bringing her to the correct answer. This instance demonstrates Sarah’s gradual shift from using direct modeling and counting strategies, to a more sophisticated use of invented strategies and algorithms. It is important to note that this shift is seen through the mathematical conversations in the interviews, however, the shift is hidden by the test scores. The test scores show a slight increase from the pretest but a decrease from Benchmark 2 to the posttest. This is an instance where the test scores and the interviews diverge. The counting strategies provided Sarah with a foundation upon which she built her number sense, and as she became more comfortable with her number sense capabilities, she trusted her ability to use more efficient strategies.

Number line estimation subtest
While there were four measurement points for the computation and word problems, the Number Line Estimation tasks were assessed only at the pretest and posttest. Sarah’s score improved from 20% to 40%. Figure 11 shows her improved accuracy from the pretest to the posttest for the number 61.

<table>
<thead>
<tr>
<th>Sarah’s Pretest Estimate</th>
<th>Sarah’s Pretest Estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.png" alt="Image 1" /></td>
<td><img src="image2.png" alt="Image 2" /></td>
</tr>
</tbody>
</table>

Figure 11. Sarah’s written work on the Number Line Estimation subtest.
In contrast, her interviews on the tasks were coded as a regression from measurement strategies to counting strategies. While regression was coded, Sarah’s language as she described why a number belongs in her selected location on the number line showed more precision and attention to place in relation to numbers. On Sarah’s pretest, she tended to look at the number line more holistically. She generally tried to use the benchmark numbers in order to orient herself. However, the benchmark numbers she chose to use were not always the most efficient, as seen in the following excerpt from her pretest interview:

Interviewer: How did you know that 8 belongs there on the number line?
Sarah: Well, I just thought that it was really less than 100, so I just put it kind of right there. Because I knew it was pretty less and not so much.
Interviewer: How did you know 84 belongs there?
Sarah: Well, I just knew that 8 was down here and it was kinda more ahead so I just put it there.

It is interesting to note that Sarah did not use any counting strategies on the number line on this particular test, but used her best estimate based on the numbers she knew. She did not use tick marks or any other method of keeping track that you might suspect she would choose to use given her choice of strategies on the other tasks involved in the assessment.

On the posttest, however, Sarah chose to use more counting strategies, yet she used this as a way of checking herself as seen in the following excerpt from her posttest interview:

Interviewer: How did you know 8 belongs there?
Sarah: Um, well, I just went like lower, I had it go a little lower, like a little more by the zero because...like... it could be like 1,2,3,4,5,6,7,8 [pointing to imaginary tick marks]...or something...and so like, I just do it in a place that I would guess.

She continued to use the same strategy as she placed the 84:

Interviewer: How did you know that 84 belongs there?
Sarah: Because I knew that 80 would be more by 100 than it would be by 0, so I put it a little closer over here, but I still remembered that we had 85, 86, 87, 88, 89, 90, 91, 92, 93, 94, 95, 96, 97, 98, 99. 100 [pointing to imaginary tick marks].
So, I still made sure there was some space.

On the posttest, Sarah used more logical benchmark numbers to know where to place the numbers, but relied on a counting strategy to verify that she had placed the number in the correct location on the number line. This merging of test score, holistic coding, and axial coding analyses helped to explain specific and subtle learning growth on the Number Line Estimation subtest.

**Number sets subtest**

This particular test was the targeted test for this study because it most directly aligned with the instructional intervention. Researchers hypothesized students would improve the most on this subtest. It is curious, then, that Sarah’s test scores went down on this subtest, where progress was seen in all other subtest areas. Her scores on the number sets subtest decreased from 51% to 40% (in both cases, the lowest test score among her peers). This difference could be contributed to the piloting of the test in this study and the varied time allotment given to students on each test (90 seconds on the pretest, 60 second on the posttest). With less time on the posttest, it was difficult to compare the scores from pretest to posttest. The other aspect to consider was that Sarah may have spent more time being thoughtful about her solutions. Her interview data showed that she matured in her mathematical thinking as her methods were more efficient. There was also evidence that Sarah developed more flexibility when working with different number combinations. For example, in Figure 12, Sarah’s posttest response showed improvement in three ways. She attached an equation to the quantity, stated a sum, and showed more flexibility in her thinking (e.g., “there’s a few ways”).

<table>
<thead>
<tr>
<th>Assessment Item</th>
<th>Pretest</th>
<th>Posttest</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image_url" alt="Figure 12" /></td>
<td>It has two and then two and then one.</td>
<td>So... there’s a few ways. So, 2 plus 2 equals 4 plus 1 equals 5. Or, I could put this one here [pointing to the single dot and moving it to the box with 2 dots] and make 0, and 2 plus 3 equals 5.</td>
</tr>
</tbody>
</table>

Sarah used counting strategies much less frequently on the number sets test (particularly on the posttest) when compared to her strategy choices on the pretest. On the pretest, however, she alluded to having used her counting strategy as seen in the following transcript from her pretest interview:

Interviewer: When you were solving these problems, you were looking for groups that add up to five, or groups that add up to nine, do you remember that?
Sarah: Yes.
Interviewer: Did you have a strategy for figuring it out?
Sarah: Well, what I really did is if there’s one that was really hard, I just kind of like count the biggest number and then count the like just like say 5... like say 4, and then 1, and that’s technically what I do. Then ones like 4 and 1 I kind of know 5 and 0 I kind of know pretty much but yeah...

It was evident that when she became unsure of the answer, she reverted to her counting strategies because she knew that these strategies were something she could count on. Sarah’s continued use of counting strategies even into the posttest revealed her reluctance to make the shift to the symbolic realm and trust her ability to recognize certain combinations. For example, in Figure 13, her response from pretest to posttest on the symbolic problem 7 and 2 showed her use of the same strategy, but emerging understanding that there were other ways to figure it out.

<table>
<thead>
<tr>
<th>Assessment Item</th>
<th>Pretest</th>
<th>Posttest</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image.png" alt="Image" /></td>
<td>Well, I knew that one because I know that I just went 7...8, 9 instead of counting 1,2,3,4,5,6,7,8,9.</td>
<td>Um, 2 and 7, I kind of counted on with that one, I went 7... 8, 9, and I got 9. And, sometimes I just know stuff like that because I know my bonds to ten and my bonds to nine, and my bonds to five pretty good.</td>
</tr>
</tbody>
</table>

Figure 13. Sarah’s interview from pretest to posttest on one Number Sets subtest item.

Even though Sarah stated that she did know bonds to nine and just “knows stuff like that,” she still insisted on using a counting strategy with that particular problem. Counting was a strategy she was comfortable with, and the data reveal that she was hesitant to move to a retrieval strategy.

On the posttest, a theme developed where Sarah would manipulate the quantities in her mind in such a way that she could create a shape or a number that she could work with more easily. Sarah was able to successfully subitize many of the numbers, and those she could not, she would use spatial reasoning to develop an answer. Sarah became much more playful with the combinations of symbols and quantities and demonstrated more flexibility with her strategies as seen in the following transcript:

Interviewer: Did you kind of have a general strategy for figuring some of these out, or did it depend on the numbers?
Sarah: Well, it kind of depended, but with like this first one, and some of these ones... I just technically like put that one in the middle and I made it look like a dice, and then made this look like a zero, and stuff like that.
Interviewer: So you kind of move the dots around in your head?
Sarah: Yeah, but I also kind of knew them like that, but there were some other ways that I did it too.

This creativity and use of spatial reasoning represented a significant development in Sarah’s thinking as she became more sophisticated in her number system knowledge. She was able to use compensation strategies and played around spatially with the dots to make the problem easier to solve. In Sarah’s posttest interview, she used the word ‘count’ much less frequently, which also showed her building trust in the new strategies she developed. Although the quantitative data show a decrease in Sarah’s understanding, the qualitative data demonstrated positive nuanced shifts in her learning.

**DISCUSSION**

The purpose of this exploratory case study was to examine one eight-year-old student’s development of number system knowledge during a nine-week instructional treatment. Results showed that Sarah increasingly put her number sense to work and developed more pronounced adaptive expertise in solving mathematical problems as evidenced in a combination of her test scores and explanations for strategies in her interviews. Sarah became more creative and flexible with her reasoning strategies across all assessment areas. Initially, Sarah relied on counting strategies to solve computation problems, word problems, and number sets problems. Over time, however, she began to demonstrate confidence in her ability to flexibly manipulate numbers and displayed the ability to think critically when faced with challenging problems. Sarah used more sophisticated strategies, demonstrated more efficiency and innovation, and showed awareness of strategies beyond her comfort-level counting strategies.

The instructional treatment in this study aimed to marry conceptual and procedural knowledge and provided a conceptual foundation upon which procedural knowledge could be based upon by linking numerals to quantities. This basis opened avenues through which Sarah could develop flexibility in her thinking and invent her own strategies. The data showed that Sarah not only developed a stronger conceptual basis, but also moved towards more fluent procedural processing where she was able to subitize with more automaticity and begin to use retrieval strategies.
Psychologists and educators have long debated how number combinations are learned and how to best promote fluency. The results illuminated by this study are consistent with studies on adaptive expertise with basic addition and subtraction combinations in that conceptual learning plays a key role in developing number sense. Focusing on structure (underlying patterns and relations) makes the learning, retention, and transfer of any large body of factual knowledge more likely than memorizing individual facts by rote. The instructional treatment in the study provided students the opportunity to identify patterns and relations within numbers in an effort to extend their knowledge base of early number sense.

CONCLUSIONS
The results of the study provide an opportunity to understand number system knowledge in the context of one student’s learning. There is consistent evidence that children’s symbolic number system knowledge at the beginning of formal schooling predicts concurrent and later mathematics achievement. This evidence supports the need for focused instructional treatments at the early grade levels in order to secure future mathematics success.

The theory and knowledge gained through this study could influence the development of effective instructional practices and extend the knowledge base of early number sense. It highlights the need for teachers to implement number sense-based instructional practices as they enhance the learning, retention, and transfer of any large body of factual knowledge, more so than memorizing facts by rote. The instructional treatment in the study provided students the opportunity to identify patterns and relations within numbers in an effort to extend their knowledge base of early number sense.
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PRESS SUMMARY
Instruction for developing students’ number sense is a critical area of research in mathematics education due to the role number sense plays in early mathematics learning. Specifically, number system knowledge—systematic relations among numerals and the use of number relations to solve arithmetic problems—has been identified as a key cognitive mechanism in number sense development. The purpose of this exploratory case study was to investigate the variations of an eight-year-old student’s number system knowledge learning as she participated in an instructional treatment over nine weeks. An in-depth analysis of how and why one struggling student develops number system knowledge during a nine-week instructional treatment within the context of her mathematics class provides exploratory evidence to help researchers and teachers develop and implement similar practices in elementary mathematics instruction.
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ABSTRACT
The choice of materials used to build a laminate recurve bow is crucial to optimizing performance. To this end, a low-cost bending tester was designed and built to measure the flexural modulus and modulus of rupture on a variety of wooden laminates. To gain a better understanding of the relationship between the properties of the laminates and the individual species comprising the laminates, woods with a wide range of elastic and strength properties were chosen. Differences between the expected and experimental results are attributed to the properties of the adhesive and defects in the wood.
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INTRODUCTION
Spanning most cultures around the world, numerous types of bow have been developed to make use of available resources or meet specific needs. Each design has in common a pair of elastic limbs connected by a string attached at the nocking points located at either end of the bow. The side of the limb facing the string is known as the belly of the bow, the other side is known as the backing. Pulling the string back deforms the limbs, creating a compression in the belly and tension in the backing. Potential energy builds up in the limbs with increasing deformation and is converted to kinetic energy when released. Perhaps the simplest way to build a bow is to shape one from a single piece of wood, known as a self bow. Self bows are usually straight when unstrung such as the English longbow. In contrast to a straight bow, a recurve bow has limbs that curve away from the archer when unstrung. A comparison between a straight self bow and a recurve bow in unstrung, strung, and fully drawn states is shown in Fig. 1. The geometry of the recurve causes the lever arm of the limb to increase as it is flexed so that the force necessary to draw the bow increases rapidly at first before slowing quickly. Due to this change in mechanical advantage, a recurve is able to more efficiently store energy than a straight bow for the same force used to fully draw the bow. However, this places greater strain on the limbs, making the choice of materials crucial to success.

Modern recurve limbs are usually laminates created by bonding thin layers of material together with an adhesive. This process allows one to create the desired shape of the recurved limbs by clamping the layers in a mold as the adhesive dries. The materials comprising the laminate are chosen to optimize certain desired qualities. For example, materials capable of withstanding large amounts of stress due tension are ideal for the backing of the bow and those with good compression properties are desirable for the belly. A poor choice of materials can lead to mechanical failure via yield or fracture. A material yields when it undergoes a non-linear deformation and is typically caused by structural changes such as buckling of compressive fibers. However, bows typically fail due to a fracture characterized by a catastrophic splitting of the material due to tensile stress. The maximum tensile stress in a material before failure can be quantified by the modulus of rupture. Due to the way a bow propels an arrow, the elastic properties of the limbs are also of interest. The amount of force necessary to draw a bow with given dimensions can be adjusted by
using materials with different flexural moduli, or resistance to bending. Most recurve bows are made by laminating a wood or carbon core with fiberglass to achieve these desired qualities.\textsuperscript{1, 2} It is possible to build a recurve bow using only wooden layers, but care must be made when choosing the layers given the variability of properties among different species of wood.

In the this paper, a low-cost bending tester was designed and built to measure the flexural modulus and the modulus of rupture of wooden laminates constructed from several different species of woods. The flexural modulus was compared to expected values calculated from the properties of the individual species comprising the laminate. The modulus of rupture was compared to that of the species used as the backing layer.

**METHODS AND PROCEDURES**

A number of different wood species were purchased from a mill to fabricate the laminates: *Peltophyne* spp. (purple heart), *Anadenanthera colubrina* (curupay), *Hymenaea courbaril* (jatoba), *Handroanthus* spp. (ipe), *Acer rubrum* (red maple), and *Carya laciniiosa* (shellbark hickory). Curupay, ipe, and hickory were selected as backing material due to their reported high moduli of rupture\textsuperscript{3} and availability. Other woods were selected to include a wide variety of elastic properties\textsuperscript{3} to explore how the flexural moduli of individual woods affect the overall stiffness of the combined layers. A table saw was used to cut kiln dried lumber into strips with cross-sectional dimensions of approximately 5 × 35 mm and varying lengths. Given the effect on mechanical properties\textsuperscript{4}, effort was made to ensure that the overall grain was parallel to the length of the strips to within 5° in either direction. A thickness planer was used to smooth both sides and create a uniform thickness of 3.3 mm and width of 34 mm. A number of laminates were created using various combinations of wood species. Each laminate stack consisted of three strips of wood bonded together with Titebond III\textsuperscript{®} wood glue applied after lightly sanding the surface with 120 grit sand paper and removing any dust with a damp cloth. When used as a backing layer, ipe stripes were cleaned using acetone to remove natural oils and increase adhesion.\textsuperscript{3} Laminates were compressed using spring clamps spaced approximately 2 cm as the glue cured over a 24 hour period. The final thickness after a 24 hour curing period was approximately 10.0 ± 0.2 mm. Laminated stacks were cut into sizes with width of approximately 15 mm and length of 16 cm.

The mechanical properties of each sample were measured using a homemade three point bending tester. This setup is depicted in Fig. 2 and was used as a low-cost alternative to more expensive, commercially available systems not widely available at undergraduate institutions. A web strap, hand-operated winch was used to apply a force to the middle of the board via a flat U-bolt in series with an American Weigh TL-330 hanging scale with an accuracy of

![Figure 1. A comparison of a straight self bow and a recurve bow in unstrung, strung, and fully drawn states.](image-url)
±0.3 kg. Samples of different lengths can be accommodated with adjustable support structures. Depending on the amount of stretch in the web strap, the sample was pulled back in increments of roughly 1.0 – 2.0 mm as measured using electronic calipers. The maximum displacement of the laminates prior to failure was also measured using electronic calipers. The maximum force up to sample failure was logged on the electronic scale.

The displacement and maximum force were used to calculate the flexural modulus and the modulus of rupture for each sample. For a sample with a rectangular cross section, the flexural modulus can be calculated from the displacement due to a force applied to the middle of the sample lengthwise,

\[
E_i = \frac{L^3F}{4wd^3d}
\]  

(1)

Here \( F \) is the applied force, \( d \) is the displacement, \( L \) is the length of the sample, \( w \) is the width, and \( t \) is the thickness. The modulus of rupture for the same sample is determined from the maximum force applied prior to sample failure,

\[
\sigma = \frac{3FL}{2wt^2}
\]  

(2)

The effective flexural modulus for a multi-layer laminate can be calculated from the flexural moduli of the comprising layers \( (E_i) \) as,

\[
E = \sum_{n=1}^{3} \frac{E_iI_i}{I_t}
\]  

(3)

The area moment of inertia of each layer \( (I_i) \) and the total area moment of inertial \( (I_t) \) are determined relative to the neutral axis defined as the axis where the force acting on the cross-section is zero when the material is bent,

\[
\bar{y} = \sum_{n=1}^{3} \frac{y_iA_i}{A_t}
\]  

(4)

Here \( y_i \) is the distance from the centroid of each layer to the base of the laminate. The cross sectional area of each layer \( (A_i) \) and the total cross sectional area \( (A_t) \) are calculated using the principle of equivalent width where each layer is assumed to be of the same material with a corresponding width adjusted such that this homogeneous laminate has the same mechanical properties as the original laminate. For example, if the flexural modulus of material A is twice that of a material B then the equivalent of material A would be that of material B with half the width. The
area moment of inertia of each rectangular layer is calculated using the parallel axis theorem from the height \( h \) and the equivalent width \( w \),

\[
I_i = \frac{1}{12}wh^3 + A_i(y_i - \bar{y})^2
\]

(5)

RESULTS AND DISCUSSION
To have a basis for comparison, the mechanical properties were measured on individual species using a single strip of wood with a cross section of \( 3.3 \times 34 \text{ mm} \) and length of 16 cm. The results are summarized in Table 1 and are generally smaller than those found in literature by about 20\% with the exception of curupay which is approximately 60\% smaller than previous measurements. This is not surprising given that each piece of wood is unique to the growth environment of the tree. Although attempts were made to ensure a parallel orientation, waviness in the grain around imperfections could create localized weak points. The grain of the curupay used in this study was especially wavy compared to the other woods and is likely the reason for the large discrepancies as compared to values found in literature. Other factors may include differences in moisture content.

<table>
<thead>
<tr>
<th>Species</th>
<th>Flexural modulus (GPa)</th>
<th>Modulus of rupture (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Purple heart</td>
<td>13.1 ± 0.6</td>
<td>116.6 ± 4.8</td>
</tr>
<tr>
<td>Curupay</td>
<td>9.3 ± 0.6</td>
<td>95.7 ± 5.0</td>
</tr>
<tr>
<td>Jatoba</td>
<td>2.6 ± 0.1</td>
<td>70.1 ± 2.8</td>
</tr>
<tr>
<td>Ipe</td>
<td>15.0 ± 0.7</td>
<td>129.1 ± 5.1</td>
</tr>
<tr>
<td>Red maple</td>
<td>4.3 ± 0.3</td>
<td>68.0 ± 3.2</td>
</tr>
<tr>
<td>Shellbark hickory</td>
<td>5.6 ± 0.4</td>
<td>91.3 ± 3.8</td>
</tr>
</tbody>
</table>

Table 1. Mechanical properties of individual species cut from a single piece of wood.

The flexural moduli for a variety of three layer laminates are plotted in Fig. 3 as filled squares. The open circles are the corresponding effective flexural moduli calculated from Eq. 3 using the dimensions of the woods comprising the laminate stack and the flexural moduli listed in Table 1. As seen in Fig. 3, the calculated effective flexural moduli consistently overestimate the experimental results to varying degrees. The reason for this difference may due to the glue, which is not included when calculating the effective flexural moduli. According to Eq. 3, the relatively thin layers of the glue are not expected to greatly contribute to the effective flexural modulus. However, the elasticity of the glue could permit a lateral shift between the layers of wood when bent. The greater the shift, the more the laminate will behave as three detached layers, resulting in a lower overall flexural modulus. In order to examine the effect of the glue on these samples, the flexural moduli was measured on triple layer laminates made from a single species. The resulting flexural moduli of homogenous laminates made from hickory, curupay, and ipe are 5.0 ± 0.4, 5.8 ± 0.4, and 11.3 ± 1.7 GPa, respectively. In each case, the results are lower than those presented in Table 1, confirming that the glue itself plays a role in shaping the elastic properties of the samples.

The moduli of rupture of the laminate structures are plotted in Fig. 4 (filled squares). All samples in the present study fractured due to tensile stress. Because tensile stress is greatest along the outer curve, these data are compared to the moduli of rupture associated with the species used for the backing (open circles). In theory, these values should be equal since a tensile fracture is dependent only on the strength of the outer most fibers. The hickory and ipe backed samples are largely consistent with the single species hickory results. The curupay backed samples are somewhat less than their single species counterparts. Although the surface was lightly sanded as recommended, the high density of curupay presents known challenges when gluing. If a section of wood were to delaminate under strain, the sudden increase in tensile stress in this region would hasten failure. Visual inspection shows no obvious signs of delamination, but does not necessarily rule out poor bonding on a local scale that may weaken a small portion of the sample. For the most part, failures appear to be the result of a fracture of the outer fibers of the backing layer or a defect in the
Figure 3. The effective flexural modulus of several non-homogeneous, triple layer laminates (closed squares) as compared to the effective flexural moduli (open circles) calculated from Eq. 3 using the values in Table 1.

Figure 4. Modulus of rupture of non-homogeneous triple layer laminates compared to the value associated with species used for the backing layer.

grain structure that results in a crack that propagates through one of more layers. It would be interesting to repeat these experiments using curupay woods with different grain quality.

CONCLUSIONS
When choosing a wood to serve as the backing of a laminate bow it is important to have the highest possible modulus of rupture to create a strong limb. However, a strong backing won’t be effective without a strong bond between layers, minimal defects in the wood, and a careful alignment of the grain. Aside from the backing, other layers can
be chosen to tailor the properties of the bow for specific requirements. For example, a shorter bow must have thinner limbs to allow for the increased curvature when the bow is drawn. To maintain a large draw force in the thinner limbs additional layers should have a large flexural modulus.
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PRESS SUMMARY
This manuscript compares the mechanical properties of several different non-homogeneous laminates fabricated from an assortment of wood species. To varying degrees, the elastic properties of the laminates were less than expected due to the elastic properties of the adhesive. The strengths were largely consistent with the properties of the outermost laminate species.
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ABSTRACT
A significant number of college students experience varying levels of stress, anxiety, homesickness, and depression which may negatively impact their academic performance or personal functioning. However, many college students do not seek professional help from campus counselors. Recent research supports the effectiveness of counseling centers in reducing the effect of stress, anxiety, homesickness, and depression on the students’ well-being. The purpose to the current study was to analyze students’ reports on their levels of stress, anxiety, homesickness, and depression, grouping them based on previous counseling participation. It was hypothesized that those who had gone to counseling or were currently attending counseling would report better overall improvement than those students who had never attended counseling. The following study included college students at a Southeastern university who have attended counseling or were currently attending counseling through the services provided by the University, or from any outside service. A group of students who had never attended counseling previously also participated. The research assessed varying levels of mood and academic performance and any differences between the groups. To gather a broader scope of knowledge, the study investigated demographic information and potential hindrances to treatment. It also focused on any barriers that would impact the likelihood of counseling attendance, and the manner in which students learned about the services offered. It was found that those students who attended six or more counseling sessions reported more positive perceived change in their levels of depression, anxiety, and stress than did students who attended five or fewer counseling sessions. Most students reported that they would not attend counseling due to not having enough time and suggested online or weekend sessions. Finally, students stated that they predominantly learned about services from advertisement.
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INTRODUCTION
Traditional college students are often between the ages of 18 and 24 with a developing sense of identity.1 Often, a student’s time at university is a period of exploration in interests, interpersonal and romantic relationships, and potential careers. These students have typically moved away from home and are experiencing a high level of independence. Without the presence of previous guidance, and often with the newer freedom expressed during college, new challenges and difficulties arise. Such new experiences and challenges can create situations that expose psychological disorders previously overlooked. During this time period, 12–25% suffer from a diagnosable psychological disorder.2,3 By the age of 24, 75% of all psychological disorders have manifested among college students.3 The most common psychological disorders noted on university campuses include anxiety disorders and mood disorders, often comorbid with substance abuse.1 There are a number of different factors that impact the likelihood of college students seeking professional help including social influences, cultural differences, stigmas, and gender. A holistic understanding of college students, their psychological disorders, and their reasons for seeking treatment need to be fully understood in order to effectively provide services.

Psychological disorders have often been associated with poor academic performance and ultimately school dropout.4 Most concerning, given the prevalence of psychological disorders on university campuses, is the fact that more than two–thirds of the students do not seek help or talk about their prevailing issues.3 In fact, while the rate of diagnosed psychological disorders has increased among college students, the percentage of students who seek professional services yearly has remained constant at an average of 9–15%.4,5 Early intervention and psychological treatment is extremely vital in order to help prevent possible suicidal ideology and the later development of more severe psychological problems.5

Adjustment problems and homesickness are common concerns among students across universities. Adjustment problems have been associated with increased psychological distress that can generate symptoms of depression, anxiety, somatic distress, and low self–esteem.2 Researchers discovered that freshmen and transfer students are most prone to struggle with homesickness and
adjustment. According to another study, cultural differences contribute to difficulties in adjustment. For international students, homesickness is more common and intense in comparison to other students. Moreover, these students tend to attend counseling services at lower rates than American students and are also less likely to return after the initial intake session. Researchers continue that adjustment concerns are a significant predictor of retention rates.

Problems related to social and emotional adjustment were the most important determinant for predicting future college retention. Students who partake in counseling services have higher rates of college retention than students who do not. In fact, in a study with 10,009 college freshman and transfer students, seventy-nine percent of those who participated in counseling services designed to improve academic performance and retention remained enrolled at the university for at least another four semesters. However, the study found that the services did not have a direct relationship with academic performance. It should be noted that these findings cannot be generalized to the entirety of counseling services as they were specifically designed to increase academic performance and retention and did not have a broader role in the services offered. However, another study conducted by researchers found results in opposition to previous findings, highlighting the mixed nature of the research. This opposing study concluded that counseling services had a positive impact on academic performance, regardless of whether or not academic concerns were the presenting problem. Seventy-nine percent of 1,369 students in this study reported that seeking professional help influenced their decisions to remain in school when they had previously considered dropping out. Researchers found that counseling services led to improvement in academic motivation and class attendance, academic performance, and academic focus among students who reported adjustment difficulty. Moreover, women and commuters (students who do not live on campus) reported more positive changes in their emotional well-being after attending counseling compared to men and residents (students who lived on campus). These findings are consistent with similar research.

Many university students are subject to increased responsibilities in their social, work, school, and home lives. It is not surprising, therefore, that anxiety affects between 38–55% of college students. Anxiety symptoms are often expressed as decreased energy, decreased concentration, and sleep disturbances. Common stressors include academic performance, financial needs, finding a romantic or intimate partner, fitting into social groups, and issues of separation and individuation from family of origin. Further stressors include the use or abuse of alcohol and drugs, engaging in unwanted sexual experiences, dealing with unwanted pregnancies, sexually transmitted diseases (STD), or eating disorders. These often lead to academic difficulties, relationship problems, or eventual dropping out of school. Moreover, there are differences in anxiety expressions and treatment habits among differing cultures.

Depression is the most common and prevalent psychological disorder among college students. It affects more than 12% of college students every year. Symptoms include anxiety, prolonged and intense sadness, anger, guilt, hopelessness, irritability, withdrawal, loss of interest, lack of concentration, problems falling asleep or too little or too much sleep, body aches, and thoughts of suicide or attempts. It further affects mood, social interactions and relationships, cognition, and the ability of the individual to cope with life’s stressors. Depressive symptoms are correlated with poor academic performance, strained personal relationships, and decreased psychosocial well-being overall. These depressive symptoms greatly impact motivation and productivity, and often lead to sleep disturbances, reduced energy, and difficulty maintaining concentration. Often, depression is masked by college students through the use of drugs, alcohol, tobacco, and food, as well as unsafe sex, reckless driving, vandalism, and self-harm. Moreover, loneliness is associated with depression and poorer physical health. Next, social hopelessness can be defined as a negative cognitive thought pattern in relation to one’s interpersonal relationships, such as fear of never fitting in or having intimacy with a significant other. Specifically, symptoms of social hopelessness are an important distinguisher between students at risk of suicide in comparison to general hopelessness. As these levels of social hopelessness decrease, the levels for personal commitment and expectations to improve in counseling increase.

Views and expression of depression, as well as attitudes towards seeking professional help, differ among cultures. Differences occur between men and women. Women are more likely to have a greater understanding of depression and depressive symptoms than men. They have a more positive attitude toward seeking help when compared to men. Researchers found that women are twice as likely to suffer from depression as men though that could be related to their habits of seeking professional help. Finally, freshmen have a greater number of psychological problems than older students. This is often attributed to the difficulty associated with initial adjustment, both in a social and academic context. However, the suicide rate for college freshmen is substantially lower than the suicide rate for their cohorts that are currently not in school. In addition, an average of 28% of college freshman do not return for their sophomore year as compared to 33% of students who drop out before six years. For university students, the average rate of suicide is estimated to be about 6.5 to 7.5 per every 100,000 students, with 3.4 per every...
100,000 falling between the ages of 17 and 19. It could be that college freshman are more likely to drop out when feeling stressed than they are to commit suicide. Next, research further shows that both anxiety and depression respond well to brief treatment interventions. However, for students who struggle with severe depression, brief treatment interventions are often not as effective. As the intensity of depression increases, the students’ improvement in academic performance following treatment decreases. Often, anxiety and depression are comorbid disorders among college students and have been associated with decreased academic performance. The research also highlights that there is a strong positive correlation between clinical treatment and decreased academic distress. This correlation was strongest for students with depression (b=0.53), generalized anxiety (b=0.40), and social anxiety (b=0.37). These correlations are encouraging; although, one cannot determine the direct causal relationship between treatment and levels of distress.

Research supports the high prevalence rates of psychological disorders among college students and the effectiveness of counseling interventions. However, many students continue not to use the services offered. Many research studies have investigated possible impediments to student counseling attendance. First, stigmas still exist. They can be divided into a public–or self–stigma. A public–stigma is how the general public acts upon a stereotyped belief; whereas, a self–stigma is the internalization of a belief by an individual and how they act upon a stereotype. Stigmas are further defined as the general populations’ negative attitude toward a specific psychological disorder, toward counseling services, toward individuals who have a psychological disorder, or in relation toward seeking treatment. Most often, these perceived stigmas or discriminations toward psychological disorders are created by the views of family and friends. If individuals perceive there to be stigmas, they are less likely to seek counseling services. This self–labeling that occurs due to stigmas has been associated with lower self-esteem and decreased levels of hope. Self–stigmas are often generated from the public–stigma and become a driving factor of the individual’s thoughts. As these negative public–stigmas increase, the self–stigmas increase, resulting in a decrease of the attitudes related to seeking help.

In addition, social influence is an important factor in the difficult decision–making process related to seeking professional help. Encouragement from family or peers increases the likelihood of the student’s willingness to seek professional treatment. Studies show that young adults often consult with their social circles before making the final decision to attend counseling services. In fact, in most cases, friends are the first people who the student approaches for advice, followed by parents, faculty, and psychological services. A recent study supports this finding, determining that college students tended to disclose more information to those to whom they felt close and did not disclose information when they felt that they would be misunderstood or judged.

A significant amount of the research conducted in the last few years supports the correlation between counseling services and improved overall health. Students who attend counseling often report higher levels of social, academic, and emotional adjustment, and are more likely to graduate in six years than students who have not (with increased odds by a factor of three). These students also report gains in intrapersonal skills. Further changes include healthier lifestyles, increased understanding of one’s identity, improvements in self-esteem and confidence, better critical thinking skills, and improvements in stress management and communication skills. Overall, students who use counseling services report significant reductions in severity of mental health symptoms and improvement in both personal and academic functioning. Brief treatment practices on university campuses are effective at treating high levels of generalized anxiety, social anxiety, eating concerns, hostility, and substance abuse and supports findings of increased retention rates among students who use counseling services.

The opinion, attitude, and perception that a student has of counseling services are vital indicators of seeking treatment. A recent study found that if students have low expectations of either counseling or the outcomes, they are less likely to go to counseling. While many of the negative perceptions of counseling have diminished, students who tend to struggle with more severe psychological problems still avoid seeking treatment due to fear of diagnosis or alienation from peers. However, there have been mixed results; for students in general, the more serious the problem is, the more likely they are to seek services. Students further reported that they did not feel their issues were important enough or severe enough for treatment. To elaborate, many of the issues discussed are normal occurrences that a large proportion of students deal with. It is difficult to determine when they become a problem. For example, sleep disturbances are considered a normal happenstance as one out of three students suffer from regular and severe sleep problems. Sleep disturbance is second to stress in the negative impact it has on academic performance. Furthermore, related specifically to substance use, students tend to overestimate the drinking behaviors of their peers and are less likely to notice when someone else or they themselves need help. Researchers further reported that students also felt uncomfortable at the idea of counseling as well as the limitations of confidentiality that it would present, especially when students do not consider professionals to be competent. Men tend to have more negative attitudes toward seeking help from
counseling services than women. Finally, some of the barriers surrounding counseling services and their continual lack of use include negative stigmas and a lack of understanding of psychological disorders as well as what services are offered. Researchers state that higher levels of mental health literacy among students on college campuses are equated with increased help-seeking attitudes and levels of acceptance and support among peers. Limitations to the above research include the sample size and participants, the generalizability to all university campuses, cultural diversity, and mental health literacy among students.

The present study was conducted to determine students’ perceived effectiveness of counseling services at a Southeastern university while also generating common perceptions and knowledge about counseling services. Homesickness, overall adjustment, mood, depression, anxiety, demographic information, and academic performance were compared in students who had and had not attended counseling services. Stereotypes and stigmas were analyzed along with students’ knowledge about counseling services. Gender and other cultural differences were also analyzed and correlated with the above-mentioned variables. The study also evaluated the effect of social influence on counseling attendance rates by assessing the means from which students learned about the services offered. It was hypothesized that students who had gone to counseling would report better mood overall, or improvement in mood, as well as a perceived increase in academic functioning when compared to students who had never gone to counseling. The researcher believes that differences in demographic information will appear between the two groups, and that stigmas may affect the participation rate of those who do not attend counseling.

- **Research Question:** The primary research question of interest in the study was whether or not college students that go to counseling services have better adjustment, mood, and academic performance than students who do not go to counseling.
- **Hypothesis 1:** It is predicted that students who have gone to counseling will report better overall mood or improvement in mood when compared to students that have never gone to counseling.
- **Hypothesis 2:** It is predicted that students who have gone to counseling will report a perceived increase in academic functioning when compared to students that have never gone to counseling.
- **Hypothesis 3:** It is predicted that students who attend more counseling sessions will report more significant changes in overall mood than those that do not attend many sessions.
- **Hypothesis 4:** It is predicted that students who attend more counseling sessions will report more significant changes in overall mood than those that do not attend many sessions.

**METHOD AND PROCEDURES**

**Participants**

A campus–wide email was sent to all undergraduate students, receiving 277 responses. Approximately 20% of enrolled students participated in the survey. However, three responses were eliminated given one participant was under the age of 18 years and could legally not provide informed consent, and two other participants did not fully complete the survey (N=274). Fifty–four participants in the survey. However, three responses were eliminated given one participant was under the age of 18 years and could legally not provide informed consent, and two other participants did not fully complete the survey (N=274). Fifty–four

- **Materials**
  - Mood (including anxiety, depression, stress, and homesickness) and academic performance were measured using a survey that was constructed by the researcher for use in the present study (See Appendix A). This survey collected demographic information: age, race, major, academic year, home state, gender, barriers to seeking counseling, and the likelihood of counseling service attendance.
Most of the demographic questions were forced choice. However, questions related to age, major, and home state/country of origin were open response. Next, there were two yes or no questions that determined the questions that followed. If participants had utilized counseling services currently or in the past through the Southeastern University or through another party, they responded to a Likert scale in relation to how their mood had improved or deteriorated since their attendance. They were also asked to report the range of the number of sessions they had attended. This range was determined after speaking with the Director of Behavioral Health, who stated that most students self-report improvement after three to seven sessions. If the respondent had not attended counseling, s/he skipped ahead to question 15, where s/he answered questions on a Likert scale related to his/her levels of the differing emotions. Both Likert scales were on a scale from 1–5 and had instructions on the levels of functioning that each number represents. Afterward, all participants responded to questions about their academic performance. They selected one option from the limited number, which was given a scoring system, followed by a Likert scale for their satisfaction perception. The Cronbach’s alpha for the 10 Likert scale items was 0.79. The last question the participants were asked to complete was related to barriers to counseling. Students had a selection of options where they could choose any number of hindrances as well as add their own.

Procedure
After receiving approval to conduct the study by the Institutional Review Board, a campus-wide email was sent to all undergraduate students from the Dean of Undergraduate Studies. Students were asked to complete the survey by clicking on a link. The survey was created using Survey Monkey. The first screen that appeared displayed the informed consent form. Only those affirming informed consent could access the survey. Next, participants saw the first survey question. There was only one question on the screen at a time, except regarding demographic questions, and participants could not move on until the previous question had been answered. The first six questions were demographic, including age, gender, and race. The participants then continued on to the survey questions. They were asked if they had attended counseling services, either at a university while an undergraduate student or within a two-year time frame elsewhere. Depending on the answer, participants were directed to specific questions using a Likert scale to rate the features of mood. The researcher had no contact with the participants. The survey was available for the participants to complete at any convenient time during a 3-week time frame between midterm and final exams of the Fall semester. Once students had completed the survey, they submitted their responses, and nothing further was necessary. Finally, participants had the option to include their email to be entered into a drawing for the chance to win a $25 Amazon gift card. A random selection was made by an online number random generator and the winner was notified and able to pick up the gift card at a designated campus office.

RESULTS
Operational Definitions
One variable of interest was whether the students have received counseling services either on campus or from an outside service. Other variables for this study were the differing moods, including stress, homesickness, anxiety, and depression, as well as the academic performance of the participants. Stress was operationally defined as a state of mental tension and worry/anxiety caused by problems in life related to work, school, etc. that can be exhibited as a physical force or pressure. Anxiety was operationally defined as a feeling of worry, nervousness, or unease, typically about an imminent event or something with an uncertain outcome. Depression was operationally defined as repeated feelings of sadness, significant weight loss or gain, lack of energy, inability to concentrate, feelings of worthlessness, and loss of interest. In addition, homesickness was operationally defined as the distress or anxiety caused by being separated from home. It was further characterized by feelings of longing due to separation from one’s home environment or loved ones. Finally, academic performance satisfaction was defined as the extent to which a student has achieved their educational goals. Academic performance was defined as the grade point average (GPA) accumulated while at the university. Overall mood was defined as the students’ rating of their current mood, taking into consideration their levels of anxiety, stress, homesickness, and depression. These variables were given a Likert scale rating (see Table 1).
Rating:

<table>
<thead>
<tr>
<th>Anxiety, Depression, Homesickness, &amp; Stress for Counseling</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Significantly Decreased</td>
<td>Somewhat Decreased</td>
<td>Neutral/No Change</td>
<td>Somewhat Increased</td>
<td>Significantly Increased</td>
<td></td>
</tr>
<tr>
<td>Anxiety, Depression, Homesickness, &amp; Stress for No Counseling</td>
<td>None</td>
<td>Below Average</td>
<td>Average</td>
<td>Above Average</td>
<td>Very High</td>
</tr>
<tr>
<td>Overall Mood</td>
<td>Very Poor</td>
<td>Poor</td>
<td>Acceptable</td>
<td>Good</td>
<td>Very Good</td>
</tr>
<tr>
<td>Academic Performance Satisfaction</td>
<td>Very Dissatisfied</td>
<td>Dissatisfied</td>
<td>Neutral</td>
<td>Satisfied</td>
<td>Very Satisfied</td>
</tr>
</tbody>
</table>

Table 1: Rating scale measures for operational definitions.

Counseling

Students who had attended counseling rated perceived changes to their levels of anxiety, depression, stress, and homesickness on a Likert Scale, and the averages of the responses were analyzed. Responses of a two indicated somewhat decreased levels of the abovementioned moods; whereas, a three indicated no perceived change. A score of four, however, indicated somewhat increased levels of the differing moods. First, anxiety (M=2.58, SD=0.94) was reported to have the largest decrease in levels compared to the other three variables (see Table 2). Scores tended to range from 1 to 4, indicating a wide range of scores that were considered to be the average response (see Figure 1). Typically, scores ranged between somewhat decreased to no perceived change in levels of anxiety. Stress and homesickness were slightly decreased (M=2.83, SD=1.04; M=2.83, SD=0.88 respectively). The majority of scores for stress ranged from 1 to 5. Again, this is a wide range with some scores reflecting somewhat decreased levels in stress since attending counseling; whereas, others indicated a perception of significant increase. The average response places stress as only slightly decreased and close to no perceived change. Compared to anxiety, levels of stress had less decreased results. Homesickness scores typically ranged from 1 to 5. Similar to stress, the results indicated very little decrease in levels of homesickness on average. The results typically indicate no perceived change. Finally, depression scores (M=2.63; SD=1.07) typically ranged from 1 to 5. Once more, this is a wide range with some scores reflecting somewhat decreased levels in depression as well as somewhat increased levels. On average, students reported no perceived change in their levels of depression.

Table 2: Means for counseling. 1=significantly decreased; 2=somewhat decreased; 3= no change; 4=somewhat increased; 5=significantly increased; N=number of participants; M=mean; SD=standard deviation.

![Figure 1: Frequency responses of Likert scale ratings by counseling attendance.](image-url)
Non–Counseling

Next, students who had never attended counseling also provided Likert scale ratings of their levels of anxiety, depression, stress, and homesickness which were also analyzed using the average response. In this case, a score of three indicated average levels of the differing moods listed above. A response of two conveyed below average levels and a four indicated above average levels of anxiety, depression, stress, and homesickness. First, anxiety level scores (M=3.18, SD=1.03) ranged from 1 to 5. Typically, anxiety levels ranged from below average to above average, although the majority of students had slightly higher than average levels of anxiety. Scores for depression levels (M=2.53, SD=1.14) ranged from 1 to 5 (see Figure 2). Similar to anxiety, depression scores ranged from below average to only slightly above average. Typically, depression levels for students who do not attend counseling are below average. Stress (M=3.54, SD=0.91) was reported to be the highest of the four differing levels of mood with an average response of above average. Scores typically ranged from 1 to 5 or ranged from average levels to slightly above average levels of stress. Finally, homesickness levels (M=2.25, SD=1.08) were below average. Scores ranged from 1, or no homesickness, to 5, or very high levels of homesickness, with the majority of responses being average (see Table 3).

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>M</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anxiety Level</td>
<td>216</td>
<td>3.19</td>
<td>1.03</td>
</tr>
<tr>
<td>Depression Level</td>
<td>216</td>
<td>2.53</td>
<td>1.14</td>
</tr>
<tr>
<td>Stress Level</td>
<td>216</td>
<td>3.56</td>
<td>0.91</td>
</tr>
<tr>
<td>Homesickness Levels</td>
<td>216</td>
<td>2.25</td>
<td>1.08</td>
</tr>
</tbody>
</table>

Table 3: Means for non–counseling. 1= none; 2= below average; 3= average; 4=above average; 5= very high. N=number of participants; M=mean; SD=standard deviation.

Overall Mood and Academic Performance Satisfaction

An independent samples t–test was conducted to compare the means of the responses to overall mood and academic performance satisfaction (see Table 4) between both students who had attended counseling previously with those who have never gone to counseling. However, neither overall mood [t(267)= −1.66, p=0.098; d=0.26] nor academic performance satisfaction [t(264)= 1.27, p =0.204; d=0.19] were significantly different between counseling (M=3.22, SD=1.03; M=3.85, SD=0.95 respectively) and non–counseling (M=3.48, SD= 0.97; M=3.67, SD=0.93 respectively).
Gender

A second independent samples t-test was conducted to compare the means of the responses to anxiety levels, depression levels, stress levels, homesickness levels, overall mood, and academic performance satisfaction between men and women students whether or not they have attended counseling previously (see Table 5). The factor of anxiety level was determined to be significant \( t(266) = -4.47, p = 0.001; d = 0.60 \) between men (M=2.65, SD=1.00) and women (M=3.25, SD=1.00). Depression levels were also determined to be significant \( t(268) = -1.99, p = 0.048; d = 0.28 \) between men (M=2.34, SD=0.99) and women (M=2.64, SD=1.16). Another significant result was for the variable of stress levels \( t(268) = -3.55, p = 0.001; d = 0.47 \) between men (M=3.09, SD=0.95) and women (M=3.54, SD=0.97). The levels of homesickness also had significant differences between the sexes \( t(268) = -2.83, p = 0.005; d = 0.38 \) of men (M=2.09, SD=1.10) and women (M=2.49, SD=1.03). Next, overall mood was indicated to be significant \( t(176.39) = 4.90, p = 0.001; d = 0.63 \) between men (M=3.84, SD=0.82) and women (M=1.00, SD=1.00). Finally, academic performance satisfaction was significant \( t(264) = -2.15, p = 0.036; d = 0.29 \) between men (M=3.51, SD=0.95) and women (M=0.92, SD=0.92).

### Table 4

<table>
<thead>
<tr>
<th></th>
<th>Counseling</th>
<th></th>
<th>Non–Counseling</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N</td>
<td>M</td>
<td>SD</td>
<td>N</td>
</tr>
<tr>
<td>Overall Mood</td>
<td>53</td>
<td>3.23</td>
<td>1.03</td>
<td>213</td>
</tr>
<tr>
<td>Academic Performance</td>
<td>53</td>
<td>3.85</td>
<td>0.95</td>
<td>213</td>
</tr>
<tr>
<td>Satisfaction</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Independent samples T–test to compare means between counseling and non–counseling attendance. For overall mood, 1= very poor; 2=poor; 3=acceptable; 4=good; 5=very good. For academic performance satisfaction, 1=very dissatisfied; 2=dissatisfied; 3=neutral; 4=satisfied; 5=very satisfied.

### Table 5

<table>
<thead>
<tr>
<th></th>
<th>Men</th>
<th></th>
<th>Women</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N</td>
<td>M</td>
<td>SD</td>
<td>N</td>
</tr>
<tr>
<td>Anxiety Levels</td>
<td>79</td>
<td>2.65</td>
<td>1.00</td>
<td>189</td>
</tr>
<tr>
<td>Depression Levels</td>
<td>79</td>
<td>2.34</td>
<td>0.99</td>
<td>191</td>
</tr>
<tr>
<td>Stress Levels</td>
<td>79</td>
<td>3.09</td>
<td>0.95</td>
<td>191</td>
</tr>
<tr>
<td>Homesickness Levels</td>
<td>79</td>
<td>2.09</td>
<td>1.10</td>
<td>191</td>
</tr>
<tr>
<td>Overall Mood</td>
<td>79</td>
<td>3.84</td>
<td>0.82</td>
<td>190</td>
</tr>
<tr>
<td>Academic Performance</td>
<td>78</td>
<td>3.51</td>
<td>0.95</td>
<td>188</td>
</tr>
<tr>
<td>Satisfaction</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5: Independent samples T–test to compare means between men and women. For the differing levels of mood: 1= none; 2= below average; 3= average; 4= above average; 5= very high. For overall mood: 1= very poor; 2=poor; 3=acceptable; 4=good; 5=very good. For academic performance satisfaction: 1=very dissatisfied; 2=dissatisfied; 3=neutral; 4=satisfied; 5=very satisfied. N=number of participants; M=mean; SD=standard deviation.

Counseling Attendance Based on Sessions

While not initially part of the study, the opportunity presented itself to delve deeper into the counseling group to evaluate the perceived effectiveness of the differing attendance of counseling services. A third independent samples t–test was used to evaluate the means of the differing levels of anxiety, depression, stress, and homesickness between students who had attended counseling. These students were grouped by the number of counseling sessions that they had attended (see Table 6). Based on frequency results revealing nearly half the distribution had attended 6 or more sessions, the participants were divided into two groups: 1–5 sessions and 6 and more sessions (see Table 7).

### Table 6

<table>
<thead>
<tr>
<th></th>
<th>1–5 Sessions</th>
<th>6 or more Sessions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N</td>
<td>M</td>
</tr>
<tr>
<td>Anxiety Levels</td>
<td>27</td>
<td>2.89</td>
</tr>
<tr>
<td>Depression Levels</td>
<td>27</td>
<td>3.15</td>
</tr>
<tr>
<td>Stress Levels</td>
<td>27</td>
<td>3.11</td>
</tr>
<tr>
<td>Homesickness Levels</td>
<td>27</td>
<td>2.93</td>
</tr>
</tbody>
</table>

Table 6: Independent samples T–test to compare means between sessions. 1=significantly decreased; 2=somewhat decreased; 3= no change; 4=somewhat increased; 5=significantly increased. N=number of participants; M=mean; SD=standard deviation.
Anxiety levels were significant \( t(52) = 2.92, p=0.005; d=0.79 \) between students who had attended 1–5 sessions (M=2.89, SD=0.89) and those who had gone to 6 sessions or more (M=2.19, SD=0.88). Next, depression levels were significant \( t(52)=4.05, p=0.001; d=1.10 \) between the 1–5 session group (M=3.15, SD=0.82) and the 6 and greater group (M=2.11, SD=1.05). Finally, the results indicated that the levels of stress were also significant \( t(52)=2.02, p=0.049; d=0.54 \) between participants who had gone to 1–5 sessions (M=3.11, SD=1.12) and those who had gone to 6 or more sessions (M=2.56, SD=0.89). However, the levels of homesickness were not significant \( t(52)=0.77, p=0.447; d=0.21 \) between the two groups (M=2.93, SD=0.78; M=2.74, SD=0.98, respectively).

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>1–2 Sessions</td>
<td>20</td>
<td>7.3</td>
</tr>
<tr>
<td>3–5 Sessions</td>
<td>10</td>
<td>3.6</td>
</tr>
<tr>
<td>6–9 Sessions</td>
<td>13</td>
<td>4.7</td>
</tr>
<tr>
<td>10 or more sessions</td>
<td>15</td>
<td>5.5</td>
</tr>
</tbody>
</table>

**Table 7: Frequency of session attendance.**

**Pearson Correlation**

A Pearson correlation analysis was completed among all participants, those that had attended and had not attended counseling, between the variables of age, academic class (e.g. Freshman, Sophomore, Junior, Senior, and Fifth year), gender, race, academic performance satisfaction, geographical states, geographical regions, students’ first, second, and/or third major(s), overall mood, academic performance based on GPA, and counseling/non–counseling. Not surprisingly, results of the correlation indicated that there was a significantly moderate and positive association between age and academic class \( r(274)=0.486, p=0.001 \). The correlation analysis also found a weak and positive relationship between gender and race \( r(266)=0.125, p=0.042 \). The Pearson correlation also indicated a weak and positive correlation between gender and overall mood \( r(269)= -0.267, p=0.001 \). While the direction of the relationship between gender and overall mood was negative, the results indicated a positive correlation between gender and geographical states \( r(259)=0.137, p=0.028 \), and gender and academic satisfaction. However, the Pearson correlation results indicated a weak and negative correlation between race and academic performance satisfaction \( r(266)= -0.127, p=0.038 \). Finally, the results indicated a weak and positive correlation between academic performance satisfaction and overall mood \( r(266)=0.128, p=0.036 \), and a moderate and positive relationship between academic performance satisfaction and academic performance based on GPA \( r(266)=0.541, p=0.001 \). To be noted, no significant correlation coefficient occurred between any of the variables and counseling/non–counseling.

**Methods of Receiving Information**

Participants were asked to respond to three qualitative measures of data. The first asked for student awareness of free counseling services offered at the university. Students responded to a fixed response of “yes” or “no” before having the opportunity to elaborate on their response. Of the 274 participants who responded, 211 (77.01%) had heard of the services, while 63 (22.99%) stated that they were unaware that such services were offered. Two–hundred and eighteen participants elaborated on how they learned of the services, and these responses were then coded between two observers into one of seven categories (with a strong interrater reliability of 77.78%; see **Chart 1**). The coders were given the list of responses and then grouped similar responses, providing a title with no interaction between them. The largest proportion of participants stated that they had learned of the services through advertisement, including pamphlets, flyers, emails, and memos in the resident halls (N=67). Fifty–five of the respondents stated that they were informed from informational settings or events, such as freshman or resident assistant orientation, resource fairs, and engage events among others. Nonprofessional relationships, such as peers, friends, or word of mouth, were other popular means of sharing information (N=54). Professional relationships followed (N=52): teachers, Student Services, coaches, resident assistants, and peer leaders. Twenty–two participants responded that they heard about the counseling services on campus from the school website, 6 participants are attendees, and 9 were categorized as other.
Moreover, participants were asked to choose the reasons why they might not attend counseling in a forced choice question, but also had the option of creating a response of their own (See Appendix A). An analysis of the open-ended responses between two independent raters (intrarater agreement = 80%) revealed five themes of responses (see Chart 2). The most frequent response to impediments to seeking counseling was related to students not having enough time, or having a busy schedule (N=169). The next largest response (N=82) was that students would attend counseling. To be noted, participants were also asked previously to rate their likelihood of counseling attendance on a scale of 1–5, with 1 being very unlikely, 2 being unlikely, 3 being undecided, 4 being likely, and 5 being very likely. Of the 269 participants who responded to the question, 18.59% stated that they were very unlikely to attend, 27.51% rated their attendance as unlikely, 33.83% chose undecided, 13.38% responded with likely, and 6.69% stated that their attendance was very likely. Such results need to be considered alongside the 17% who responded that they would attend counseling in a later question. Moreover, fear of judgment was a frequent concern (N=70), followed by confidentiality worries (N=33), unawareness of services (N=28), and misconceptions or beliefs of “couch” therapy, or the stigma often associated with services (N=27). Next, participants stated that they would not attend due to counselor unavailability (N=16) or due to a perception of specific problems within the program (N=9). Such problems included negative previous experiences and misunderstandings. Other barriers to seeking counseling included cultural/language barrier (N=5), participants already having a support system (N=4), or other (N=2).
DISCUSSION

Gender Differences
The purpose of this study was to evaluate participants’ reported scores on their perceived levels of mood and academic performance between those who had and those who had not gone to counseling. A large amount of research has been conducted on the effectiveness of counseling services in the treatment of college students’ depression, anxiety, stress, and homesickness. In fact, depression is one of the most prevalent concerns among students, with women reporting more depression than men. Similar results were obtained in this experiment as women reported higher levels of depression. However, past research has found counseling to be effective in reducing depressive symptoms. Such results were not universally supported in this study, as the students who had attended counseling reported no significant perceived changes in their levels of depression since receiving services; although, those students who had gone to six or more sessions did report more significantly decreased levels. Students who had not gone to counseling reported lower than average levels of depression. Moreover, women also reported higher levels of anxiety, stress, and homesickness than men did. Past research has shown that men tend to report more positive emotional well-being than women. This study found similar results as men reported more positive overall moods than women. Finally, in the comparison between men and women, the results indicated that women reported more satisfaction with their academic performance.

Perceived Effectiveness and Relationship of Counseling
Overall, much research supports that counseling attendance has led to improvement in academic focus and motivation. While similar results were expected, such conclusions did not seem to be supported by the present research. Counseling services did not seem to have any perceived effect, either positive or negative, on the levels of homesickness. Participants reported no perceived change in their homesickness levels no matter their counseling attendance length, and while past research has found homesickness to be of great concern for many college students, the non–counseling group reported below average levels of homesickness and did not seem to be in need of services. This could indicate that students who have significantly high levels of homesickness typically do not remain at college past their first year. Future research could focus on homesickness to see if there is the possibility of such feelings to decrease naturally over time, indicating that treatment measures are not always necessary. Moreover, counseling did not seem to have a relationship in either increasing or decreasing students’ reported stress levels for those who attended less than 6 counseling sessions. For those who completed 6 or more sessions, counseling did lead to reported decreased levels of stress. Similar to homesickness, students who have never gone to counseling reported only slightly higher than average levels of stress, rendering no need for assistance. Such higher than average levels of stress could be attributed to scheduling of the survey between midterms and finals. This final portion of the semester can involve multiple projects and assignments coming due, which can be quite stressful to students.

Participants who did not attend counseling reported levels of anxiety that were only slightly higher than average, but lower than above average, indicating the perception that there was no pressing need for services. Again, this in large part could be attributed to the timing of the survey. The students who went to counseling reported little perceived change in their anxiety levels. Overall, the portion of the sample that had never attended counseling seemed to be rather healthy and had limited perceived need to attend counseling. However, those students who sought counseling for less than 5 sessions report no perceived improvements, which could bring into question the relationship of the services offered and the length of time treatment, or that some students may be unwilling or unable to adhere to a lengthier counseling process, although this cannot be gathered in certainty in the present study. Future studies could look more in-depth at the length of counseling service attendance. Much of the open response data touched on student perception of a number of different issues about the counseling program. For instance, most college students do not disclose information when they feel they will be misunderstood or judged. Qualitative data from the present study highlighted much mistrust among many students: students stated that they would not attend for fear of judgment from peers or family; concerns of not being taken seriously as having a need; and, fears of scaring counselors.

Stigmas also exist and affect student attendance and potential intervention effects. Students expressed a need to eliminate the stigma of counseling being equated with an individual as having a problem, recognizing it as a hindrance to attendance. Perceived stigmas were reasons that some would not seek counseling and were also expressed as a need to be overcome in considerations of improvements of the counseling program on the university campus. Many of the statements illustrated misunderstandings of what actually happens during a counseling session, which could be remedied by providing better information. Students expressed the importance of counseling, but also focused on many issues perceived as hindrances to effective treatment. The lower the expectations that students have for the effectiveness of counseling, the less likely they are to seek professional help. Similar
results were found in the qualitative data as many students who had previously attended stopped going after less than six sessions due to a number of different factors such as schedule conflicts, perceived judgment, and perceived problems with counselors.

Students who attended six or more sessions reported significantly perceived decreased scores on anxiety, stress, and depression than did students who attended five or fewer sessions. Homesickness was not found to be significantly different between the two groups based on length of counseling attendance. The students who only attended one to five sessions of counseling tended to report no perceived change in their levels of anxiety, stress, and depression. The longer the student was in counseling, the more perceived changes that occurred and, thus, the more effective counseling was perceived to be. Unfortunately, based on participant comments, many students reported negative experiences or feeling worse rather than better after meeting with a counselor. Many felt that counseling did not help and did not return for further sessions. Importantly, students reported that a common means of communication among them is through word of mouth from peers and friends. As such, many perceptions about the services could be spread by the student body in a very negative way based on students’ previous experience. Students who have had negative experiences share it with peers, as evidenced in many of the comments in response to why students would not attend counseling. Most students also consult social circles before going to counseling. Similar results were found in this study as some students stated that they would not attend counseling because they feel that they have a sufficient support system.

Correlational Interpretations

Results of the study also indicated a weak relationship between academic class and academic performance satisfaction. The results suggest that the longer the student has been in college, the more likely s/he is to be satisfied with his/her grade point average (GPA). However, this correlation is rather weak and indicates that other factors could impact their satisfaction with their GPA. Future research could focus on such factors, exploring possible confounds such as emotional development and academic expectations. In other words, older students are more aware of what to expect from their classes and are more emotionally and cognitively mature than younger students. Another relatively weak correlation suggests that women tended to be more satisfied with their academic performance than men. These findings support previous findings with self-report measures. Again, the relationship between gender and academic performance satisfaction was rather weak, indicating the need for further research on other factors that could impact satisfaction. In addition, another weak relationship indicated that women tend to have more negative overall moods than men which does support previous findings. Once more, additional research is necessary to see what other factors could also impact the variable of overall mood. Next, White students seemed to have the greatest academic performance satisfaction, followed by African Americans, Asians, Latinos, and those of mixed race. However, the relationship is very weak and the majority of the sample size was White. The survey did not sample a large enough minority group to reasonably determine the strength of the relationship. There is a need for further studies to corroborate such data. Additionally, academic performance satisfaction is a small factor in determining overall mood. Again, such a relationship is weak and future research could focus on other impacting factors. Finally, as GPA increases, so too does a students’ academic performance satisfaction. GPA moderately impacts satisfaction, and thus, GPA also affects overall mood. Further research is necessary to completely understand the relationship between GPA and overall mood however.

Research in the past has found a correlation between counseling services and overall mood. While similar results were expected, they were not found. Counseling was not correlated with overall mood, academic performance, or any of the demographic information. In other words, one demographically comparable group of students was not more likely to go to counseling than another. For example, a student’s major, and whether it is predominantly human service based or science based, did not determine whether the student was more likely to go to counseling. Moreover, women were not more likely to attend over men, students from the United States were not more likely to attend over international students, and a certain race was not more likely to attend counseling than another, among many other variables. Such data indicates the universality of acceptance of counseling services, most specifically on campus. One specific group of students is not more likely to attend than a different group, highlighting the larger acceptance of counseling as a whole. Many of the comments stated that students would attend counseling if they felt that there was a need. The services offered are not specific to one population of student, which is very encouraging given students from all backgrounds seem to be neither more nor less likely to attend based on a specific demographic variable.

Finally, the likelihood of student attendance differed on two different questions. The first was a Likert scale for the likelihood of counseling attendance. The majority of respondents stated that they were very unlikely or unlikely to attend. However, when students were later asked to respond to the question on possible impediments to counseling attendance, a large percent stated that they would attend counseling as no other variables impacted their decision. Many respondents even stated that they had no problems with counseling, and would go if they felt it necessary. As indicated by early discussion, many of the students who went
to counseling report average levels of homesickness, stress, depression, and anxiety. The population is relatively healthy, but many are not opposed to seeking counseling if they felt it necessary. However, many perceived barriers should be addressed first. Many indicated that they would not attend due to counselor unavailability. Overall, students are very aware of the services offered and are not completely opposed to counseling.

**Potential Confounds and Limitations**
The reliability of self-reported scores as to the effectiveness of counseling needs to be considered. It is possible that students who have gone to counseling may not understand themselves well enough to notice any possible improvements or deterioration. A student's perception is his/her reality and his/her understanding of his/her anxiety, stress, homesickness, and depression is subject to personal interpretation. The survey asked for subjective responses on the levels of the differing variables of mood (stress, depression, anxiety, and homesickness) which are based on the interpretation and understanding of the rater. To illustrate, one student may not handle anxiety as well as another, rating it as much stronger than another might. Finally, another limitation is that students may not accurately, nor truthfully, report their levels of mood, which typically tend to fluctuate. Other potential confounds include the possibility that students with a strong opinion, either negative or positive, toward the counseling department might have been more likely to respond to the survey than students who had more positive, or more neutral experiences. The survey was given towards the latter half of the Fall semester. For example, it is possible that students may have been more overwhelmed by their responsibilities, generating higher, but temporary, levels of stress. It is possible that at this point of the semester, students do not feel as homesick, since they have had the opportunity to make friends and create healthier relationships with other students and faculty.

While careful considerations were taken, there are always limitations or extraneous variables that could have had an effect on the results revealed in this study. First, the sample size was rather small and limited to students from a smaller, Southeastern, faith-based university. Most of the students were born in the United States, and while a number of different states were represented, the vast majority was from the Southeast. Moreover, the sample size included a larger proportion of women than men and the White race was overly represented. While such results may be representative of the attending undergraduate population at this Southeastern University, the results do not have much external validity as it cannot be generalized to the population outside of campus. Two possible threats to internal validity that have been noted are selection, as only a select and interested group may have responded to the survey, and demand characteristics, as the participants may have responded in manners that they believe they should have. For example, students who have gone to counseling may inflate their overall improvement scores with the belief that they should feel better, and thus, respond accordingly. To address these problems, the study could be replicated at other colleges and universities using a larger and more diverse sample. Other limitations included self-selection bias, as students chose whether or not to participate, and retrospective reporting. Further, there was no confirmation of counseling attendance, thus, students could have falsely reported their previous counseling history. Importantly, the study used non-valid assessment measures in the assessment of the variables.

**Future Directions**
Overall, previous research supports the effectiveness of counseling services for college students. Moreover, college students today are reported to have increased rates of anxiety and depression in comparison to previous cohorts, while the number of those students who seek professional help remains constant. These trends highlight the importance of counseling service centers on campuses. Understanding student concerns and possible impediments to counseling attendance could help create effective means of increasing student attendance rates. The findings from this study highlight the importance of educating students on available services and minimizing potential barriers when students need to seek counseling. This study also suggests students could benefit from multiple counseling sessions when addressing symptoms of anxiety, stress, and depression. Future research is warranted on strategies to promote regular counseling attendance by college students when needed. Given the potential benefit of counseling services to the well-being of college students, the best practices for advertising and delivering these services must be understood.
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PRESS SUMMARY
A lot of college students suffer from stress, anxiety, homesickness, and depression which may negatively impact their academic performance or daily lives. However, while such negative feelings are common, many college students do not seek professional help from campus counselors. Recent research supports the importance of counseling centers to help students address the above-mentioned issues. The following study included college students at a Southeastern university who have attended counseling or are currently attending counseling through the services provided by the University, or from any outside service. Students who had also never attended counseling participated in the study. The research asked students to consider their varying levels of mood and academic performance, and then compared the responses between the two groups. To better understand students, the study also asked for demographic information and potential reasons why they would not attend counseling. It also focused on how students learned about services offered to better understand how students communicate on campus. The study found that college students who went to six or more perceived changes of less anxiety, depression, and stress than did students who only went to five or fewer sessions. Most students stated that they did not have to attend counseling and suggested online or weekend sessions. Finally, students mentioned that they learned about counseling services through advertisement.
APPENDIX A
Survey

1. Age: _____ (fill in)
2. Academic Standing: (please choose one)
   - Freshman/1st Year
   - Sophomore
   - Junior
   - Senior
   - Fifth Year
3. Major(s): _____ (fill in)
4. Gender:
   - Male
   - Female
5. Race: (please choose all that apply)
   - White
   - Native Hawaiian or Other Pacific Islander
   - Black or African American
   - Asian
   - American Indian or Alaska Native
   - Hispanic or Latino
   - Other: _____
6. Location (U.S. state or country) where you are from. Example: TN or Tennessee: _____ (fill in)
7. Are you aware that the University offers free counseling services? If yes, please indicate how you heard about it.
   - Yes, Comment: _____
   - No
8. Have you ever gone to/sought services at the counseling center at the University?
   - Yes
   - No
9. Have you ever gone to/sought services at counseling centers other than those attributed to the University in the last two years?
   - Yes
   - No
If yes, answers automatically skip to questions 10-14.
If no, answers automatically skip to question 15-19.

10. Given the list below, please indicate how many counseling sessions you have attended, either at the University's counseling center or another location.
    - 1-2
    - 3-5
    - 6-9
    - 10 or greater

Please choose the number that most accurately describes your response to the question using the following guide:
   1. Significantly Decreased
   2. Somewhat Decreased
   3. Neutral
   4. Somewhat Increased
   5. Significantly Increased
11. Anxiety is characterized as a feeling of worry, nervousness, or unease, typically about an imminent event or something with an uncertain outcome. How would you rate your level of anxiety since receiving counseling services?

<p>| | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td></td>
</tr>
</tbody>
</table>

Please choose the number that most accurately describes your response to the question using the following guide:

1. Significantly Decreased
2. Somewhat Decreased
3. Neutral
4. Somewhat Increased
5. Significantly Increased

12. Depression is characterized as a repeated feeling of sadness, significant weight loss or gain, lack of energy, inability to concentrate, feelings of worthlessness, and loss of interest. How would you rate your level of depression since receiving counseling services?

<p>| | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td></td>
</tr>
</tbody>
</table>

Please choose the number that most accurately describes your response to the question using the following guide:

1. Significantly Decreased
2. Somewhat Decreased
3. Neutral
4. Somewhat Increased
5. Significantly Increased

13. Stress is characterized by a state of mental tension and worry/anxiety caused by problems in life related to work, school, etc. that can be exhibited as a physical force or pressure. How would you rate your level of stress since receiving counseling services?

<p>| | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td></td>
</tr>
</tbody>
</table>

Please choose the number that most accurately describes your response to the question using the following guide:

1. Significantly Decreased
2. Somewhat Decreased
3. Neutral
4. Somewhat Increased
5. Significantly Increased

14. Homesickness is classified as the distress or anxiety caused by being separated from home. It is further characterized by feelings of longing due to separation from one’s home environment or loved ones. How would you rate your level of stress homesickness since receiving counseling services?

<p>| | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td></td>
</tr>
</tbody>
</table>

After completing question 10-14, survey skips automatically to question 20.
15. On a scale of 1 to 5, how likely are you to use the counseling services:
   1. Very unlikely
   2. Unlikely
   3. Undecided
   4. Likely
   5. Very likely

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
</tbody>
</table>

Please choose the number that most accurately describes your response to the question using the following guide:
   1. None
   2. Below Average
   3. Average
   4. Above Average
   5. Very High

16. Anxiety is characterized as a feeling of worry, nervousness, or unease, typically about an imminent event or something with an uncertain outcome. How would you rate your levels of anxiety?

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
</tbody>
</table>

Please choose the number that most accurately describes your response to the question using the following guide:
   1. None
   2. Below Average
   3. Average
   4. Above Average
   5. Very High

17. Depression is characterized as a repeated feeling of sadness, significant weight loss or gain, lack of energy, inability to concentrate, feelings of worthlessness, and loss of interest. How would you rate your levels of depression?

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
</tbody>
</table>

Please choose the number that most accurately describes your response to the question using the following guide:
   1. None
   2. Below Average
   3. Average
   4. Above Average
   5. Very High

18. Stress is characterized by a state of mental tension and worry/anxiety caused by problems in life related to work, school, etc. that can be exhibited as a physical force or pressure. How would you rate your levels of stress?

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
</tbody>
</table>

Please choose the number that most accurately describes your response to the question using the following guide:
   1. None
   2. Below Average
   3. Average
   4. Above Average
   5. Very High
19. Homesickness is classified as the distress or anxiety caused by being separated from home. It is further characterized by feelings of longing due to separation from one’s home environment or loved ones. How would you rate your levels of homesickness?

Please choose the number that most accurately describes your response to the question using the following guide:

1. Very Poor
2. Poor
3. Acceptable
4. Good
5. Very Good

20. Mood includes the factors of anxiety, depression, stress, and homesickness. How would you rate your overall mood at this particular point in time?

Please choose the number that most accurately describes your response to the question using the following guide:

1. Very Poor
2. Poor
3. Acceptable
4. Good
5. Very Good

21. For what reasons would you not attend the counseling services on campus? Please choose all that apply.

- Fear of judgment
- Confidentiality
- Unaware of services
- Cultural/language barriers
- Counselor unavailability
- Not having time/busy schedule
- Misconceptions/beliefs of “couch” therapy
- I would attend counseling
- Other: ______

22. In what ways do you think that the counseling services on campus or the information related to the services offered can be improved?

- Comments: ______

23. Academic Performance is the extent to which a student has achieved their educational goals. Please indicate your cumulative GPA

- GPA: 3.5 - 4.0
- GPA: 2.5 - 3.49
- GPA: 1.5 – 2.49
- GPA: Below 1.5

Please choose the number that most accurately describes your response to the following question using the guide below:

1. Very Dissatisfied
2. Dissatisfied
3. Neutral
4. Satisfied
5. Very Satisfied

24. Academic Performance is the extent to which a student has achieved their educational goals. How would you rate your academic performance satisfaction at the University of the Cumberlands at this time?

Please choose the number that most accurately describes your response to the question using the following guide:

1. Very Dissatisfied
2. Dissatisfied
3. Neutral
4. Satisfied
5. Very Satisfied

Thank you for your time. If you would like to include any email address (not limited to the University email address) in order to be entered into a random, anonymous drawing to win a $25 Amazon gift card, please do so here (optional):

Email: _____
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ABSTRACT

The evaluation of prairie restorations tends to focus on aboveground properties such as changes in plant diversity and the encroachment of non-native species. As a result, knowledge gaps persist concerning belowground controls of restoration success. To address these gaps at a 13-year-old prairie restoration site in Madison, Wisconsin, we spatially compared soil chemical, physical, and hydrological properties in two adjacent parcels that differed markedly in response to a tallgrass prairie restoration. We hypothesized that soil properties and their heterogeneity would differ significantly between the two parcels and that these differences would help explain the divergent response. In support of this hypothesis, soil organic matter, pH, and total nitrogen were significantly lower ($p = 0.007$, $p < 0.001$, and $p = 0.006$, respectively) in the restored parcel compared to the parcel that has yet to respond to any restoration efforts. Moreover, despite no significant difference in soil average bulk density between the two parcels, the restored parcel had significantly lower sand and silt fractions overall ($p = 0.039$ and $p = 0.040$, respectively). In contrast, except for total nitrogen, there were no apparent differences in the spatial heterogeneity of the measured soil properties between the restored and unrestored parcels, which did not support the second hypothesis of this study. These results demonstrate the utility of measuring belowground properties when assessing unexpected outcomes of prairie restorations as well as inform future hypothesis-driven experiments to determine which soil properties impede restoration and under what circumstances.
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INTRODUCTION

Prairie restoration has become a widely accepted practice for reclaiming degraded grasslands through the reintroduction and management of native plant species that promote a biodiverse and functional ecosystem. Restoration practices are also being investigated as a potential method for provisioning of ecosystem services such as nutrient cycling, water quality, carbon storage, and recreation.1 Although less than 1% of historic native prairies in the Midwestern U.S. remain today,2 programs like the Conservation Reserve Program (CRP) have contributed to the restoration of native plant communities across more than 14.8 million hectares of land in the Midwest.3 However, most research projects and evaluations of restorations continue to focus on aboveground responses, with little incorporation of belowground processes (but see 4, 5). As a consequence of this omission, the ecological trajectory of restorations is often difficult to predict and evaluate.

A review of the literature concluded that current approaches used to evaluate prairie restorations can be grouped into three broad categories: diversity-based, vegetation structure-based, and ecology-based.6 Quantitative metrics of diversity and vegetative structure include measures of species richness, the abundance of organisms at different trophic levels, the extent of vegetative cover, plant cover density, and total plant biomass—all measures focused on aboveground properties. By contrast, ecology-based approaches place greater emphasis on belowground properties, focusing on aspects such as biological interactions, nutrient cycling, and soil organic matter. Moreover, ecological approaches typically couple belowground properties explicitly with the more visible aboveground properties. Despite the usefulness of assessments that include these belowground metrics, such approaches have not been widely used to evaluate prairie restorations, perhaps in part due to their higher cost and time relative to more aboveground-focused approaches.7,8 Despite these drawbacks, incorporating belowground responses, especially those related to soil properties, into assessments of restoration efforts will likely improve our holistic understanding of the factors that determine the success or failure of these efforts.

Because soil properties often dictate the responses of plant communities9, they serve as proximate controls over plant productivity, community succession, and, ultimately, species diversity within restored ecosystems10. By extension, the spatial variability of soil properties influences the responses of plants to restoration efforts as well as the establishment of native plant species over time.11,12 For example, a study of seven different soil series in a large tallgrass prairie concluded that each series...
The objective of this study was to explore whether potential differences in soil physical, chemical, and hydrologic properties or their spatial variability help explain the disparate responses of two systems to native prairie restoration: A restored 13-year-old prairie and an adjacent parcel with a history of resistance to native vegetation establishment. The hypotheses were that (1) the restored and unrestored prairies would display significant differences in soil properties (e.g., soil bulk density, soil organic matter, soil texture, volumetric water content, etc.) and (2) that the heterogeneity of soil properties in the resistant parcel would exceed that of the established prairie.

**METHODS AND PROCEDURES**

**Study system**

This study was conducted at the University of Wisconsin-Madison (UW-Madison) Biocore Prairie located in Madison, Wisconsin, USA. The property was composed of soils classified as Dodge silt-loams and Kidder silt loams, both of which are commonly used for agriculture in the Midwestern United States. An eleven-acre parcel of land in this region was once part of a research station used throughout the 1900s for experimental agriculture until it was phased out in the 1960s and left fallow. During this period, a portion of the property was used as disposal grounds for algal mats from a nearby lake along with construction materials and organic waste. In 1997, the entire property was incorporated into the Biocore Program at UW-Madison and subsequently managed with the goal of restoring it to a mesic tallgrass prairie for student learning and collaborative research on prairie restoration processes and its usefulness for restoring degraded environments.

In 2005, two adjacent sections of land were placed under similar tallgrass prairie restoration treatments by the UW-Madison Biocore Prairie staff. One of these, a 2-ha parcel (Area 3), continues to support a vegetative community of 50 of the 53 native species initially introduced in 2006 (Figure 1a). By contrast, an adjacent 1-ha parcel (Area 6) has yet to respond to the initial seeding or to any subsequent intervention (Figure 1b). The unrestored parcel contains few native plant species and is largely composed of stinging nettle (Urtica dioica L.), crown vetch (Securigera varia L.), reed canary grass (Phalaris arundinacea L.), and Canada thistle (Cirsium arvense L.). In an effort to combat the growth of these invasive plants, the unrestored prairie was subjected to mowing, tilling, and two growing seasons of cover crop plantings of oats in an effort to reduce the availability of soil nutrients thought to facilitate the proliferation of these aggressive taxa. However, these techniques have been unsuccessful. Thus, in an effort to explain the response differences between these adjacent parcels, their physiochemical soil properties and the spatial heterogeneity of these properties were investigated.

Thirty-two soil samples were collected during June and July of 2017 by establishing a 20 × 20 m grid across the two parcels (Figure 1c). This design yielded 15 grid points in the restored prairie and 17 grid points in the unrestored parcel. Of the 32 grid points, three points located in the restored prairie and two points located in the unrestored parcel lie along a transitional strip that marks a border between the parcels. Soil physical, chemical, and hydrologic properties at three depth intervals (0-5 cm, 10-20 cm, and 25-35 cm) were measured at each grid point. The soil physical properties measured were penetrative resistance (kPa), soil bulk density (g/cm³), and texture (% sand, silt, and clay). Five soil chemical properties (total nitrogen (%), soil organic matter (%), soil pH, available phosphorus (ppm), and exchangeable potassium (ppm)) were used to evaluate soil fertility. Finally, volumetric water content was measured at each point 72 hours after approximately 2 cm of rainfall at the property.

**Penetrative resistance**

The soil penetrative resistance, or the force needed to drive a cone penetrometer into a soil pedon, was measured over two days in June approximately 30 cm north of each grid point. This metric was used as a proxy for soil structure and relative density as well as to determine the presence of compacted layers within the soil profile. The cone of the penetrometer was first pressed vertically into the surface residue until it was completely buried. The sliding hammer was then dropped repeatedly at 5-cm increments until a total depth of 35 cm was reached, gauged by graduations on the instrument. At each increment, the number of hammer drops required was recorded. The data were collected over the course of two days to minimize the effect of changes in moisture content and in soil macrofauna. An Energy-Work theorem developed by Halliday and Resnick (1963) was used to calculate the work done by the soil to resist penetration and, subsequently, the soil penetrative resistance using the following equation:

The soil penetrative resistance, or the force needed to drive a cone penetrometer into a soil pedon, was measured over two days in June approximately 30 cm north of each grid point. This metric was used as a proxy for soil structure and relative density as well as to determine the presence of compacted layers within the soil profile. The cone of the penetrometer was first pressed vertically into the surface residue until it was completely buried. The sliding hammer was then dropped repeatedly at 5-cm increments until a total depth of 35 cm was reached, gauged by graduations on the instrument. At each increment, the number of hammer drops required was recorded. The data were collected over the course of two days to minimize the effect of changes in moisture content and in soil macrofauna. An Energy-Work theorem developed by Halliday and Resnick (1963) was used to calculate the work done by the soil to resist penetration and, subsequently, the soil penetrative resistance using the following equation:
where soil penetrative resistance \( R \) in kPa was calculated for each 5 cm increment by dividing the work term \( W \) by the approximate incremental distance traveled by the penetrometer cone \( d \) and then by the surface area of the cone \( S_{Acone} \). The work done on the soil was calculated by assuming that all the kinetic energy transfers from the hammer to the cone penetrometer as the hammer strikes the plate and movement stops, i.e., the soil resists penetration by the penetrometer.

Soil bulk density
Bulk density (BD) describes the ratio of the oven-dried mass of soil particles to the volume of the soil, including pore space.\(^{20}\) Soil samples were taken during July over two days at each grid point using a 3.5 inch diameter soil core to a depth of 40 cm and processed for their bulk density over three depth increments (0-5, 10-20, and 25-35 cm). The samples were cut into the separate depth increments and placed in an oven (104 °C) to dry for 72 hours to achieve a constant mass. Once the samples reached a constant mass, the oven-dry mass was divided by the volume of the increment to determine bulk density.

Soil texture
The relative percentages of sand, silt, and clay define a soil’s texture. Samples were taken in June from the 10-20 cm depth range approximately 15 cm from each grid point. After the samples were collected, they were oven-dried (at 104 °C) and preserved. The samples were placed in hydrogen peroxide to help remove soil organic matter before the textural analysis. During this process, the samples were heated to 60 °C to help catalyze the reaction (modified from \(^{21}\)). We assume the majority of the organic matter was removed but we did not verify this assumption. To eliminate the possibility of including soil particles outside the sand, silt, and clay size range, approximately 40 g of each sample was gently ground using a mortar and pestle until the samples were able to pass through a 2-mm sieve and subsequently weighed. After this was done, soil texture was determined using the standard hydrometer method. Hydrometer readings for settling of the sand fraction were taken at 40 seconds. Readings were taken again at four hours to measure the amount of clay particles in suspension. In addition to analysis of particle size fractions, a textural triangle was used to classify each soil sample.\(^{22}\)
Soil fertility
Properties commonly used to describe soil fertility include soil organic matter (SOM), total nitrogen (N), available phosphorus (P), exchangeable potassium (K), and soil pH. Soil samples from the 10-20 cm depth range were taken at each grid point in June 2017. Each sample was then dried to 104 °C, sieved to exclude any particles > 2 mm in diameter, and sent to the UW Soil and Forage Lab for analysis. Methods used to test these properties were Loss on Ignition for SOM, total Kjeldahl nitrogen for total N, Bray 1 extraction for P & K, and a 1:1 water:soil paste to measure pH.

Volumetric water content
The volumetric water content at a depth of 10 cm was calculated at each grid point 72 h after a 2 cm rainfall in July. A ThetaProbe was used to measure the volumetric water content at each grid point, reported on a percentage basis. The ThetaProbe applies a 100 MHz signal through a transmission line whose impedance changes as the impedance of the soil changes. These changes are converted to voltage readings that are proportional to the volumetric soil moisture content. The 72-hour sample was taken to assess soil water drawdown after a period of evapotranspirative loss.

Analyses
The data were explored and analyzed using R version 3.3.3. It is a common assumption that soil properties will be autocorrelated. To account for this interrelatedness, a correlation matrix was generated. Soil organic matter and total N were highly correlated (Pearson’s r = 0.972). Additionally, the sand and silt fractions were strongly correlated (Pearson’s r = -0.918). These correlations were considered when evaluating the results; most soil properties do not exist in isolation and are frequently interrelated to other soil properties. Properties that were measured at a single depth of 10-20 cm were analyzed using ANOVA. For soil properties anticipated to vary over depth (i.e., soil penetrative resistance, bulk density, and volumetric water content), mixed-effect ANCOVA was used.

<table>
<thead>
<tr>
<th>Sand %</th>
<th>Clay %</th>
<th>SOM</th>
<th>N</th>
<th>P</th>
<th>K</th>
<th>pH</th>
<th>Bulk density</th>
<th>VMC at 72 h</th>
<th>Silt %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>-0.432</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.543</td>
<td>-0.215</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.519</td>
<td>-0.280</td>
<td>0.972</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>-0.367</td>
<td>-0.038</td>
<td>0.028</td>
<td>0.098</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>-0.339</td>
<td>0.004</td>
<td>0.083</td>
<td>0.169</td>
<td>0.755</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0.558</td>
<td>-0.189</td>
<td>0.292</td>
<td>0.286</td>
<td>-0.061</td>
<td>-0.097</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>-0.037</td>
<td>0.270</td>
<td>-0.430</td>
<td>-0.422</td>
<td>-0.222</td>
<td>-0.092</td>
<td>-0.065</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>-0.258</td>
<td>0.175</td>
<td>-0.018</td>
<td>-0.067</td>
<td>0.092</td>
<td>0.081</td>
<td>-0.220</td>
<td>-0.354</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>-0.918</td>
<td>0.039</td>
<td>-0.507</td>
<td>-0.452</td>
<td>0.424</td>
<td>0.374</td>
<td>-0.535</td>
<td>-0.078</td>
<td>0.209</td>
</tr>
</tbody>
</table>

Table 1. Correlation matrix of Pearson’s r values used to quantify the strength of correlations between soil properties measured in this study. The order of properties across columns is the same as down rows.

ANOVA was used to determine the statistical significance of the differences in soil properties between the restored and unrestored parcels of the prairie. The ANOVA models for sand, silt, clay, SOM, N, P, K, and pH were confirmed to exhibit homoscedasticity and approximate linearity and to have normally distributed residuals. Plots of standardized residuals versus fitted values, Q-Q plots, leverage plots, and histograms were used to validate these assumptions. Additionally, data were analyzed with and without prospective outliers and deemed non-influential. Probability values < 0.05 were considered significant, and values < 0.1 but > 0.05 were deemed marginally significant. Graphs were produced using ggplot2. Heat maps were used to qualitatively assess our second hypothesis of whether the spatial heterogeneity of the soil properties listed above differed noticeably between the two parcels.
Properties that varied over depth were analyzed using linear mixed-effects ANCOVA (analysis of covariance) using the lme4,28 lmerTest,29 and pbkrtest30 packages. Bulk density and volumetric water content were sampled at three depth increments (0-5, 10-20, and 25-35 cm), yielding 96 data points, 32 at each depth increment. Penetrative resistance was calculated at seven depths at each grid point (5, 10, 15, 20, 25, 30, and 35 cm), resulting in 224 data points. Mixed-effects ANCOVA was used to model differences between the restored and unrestored prairies across multiple depths. The grid point was the grouping factor for these mixed-effects ANCOVs, and the fixed factors for each model were area, depth, and the area-by-depth interaction. Prospective outliers were analyzed and deemed non-influential. Probability values $< 0.05$ for the interaction term were used to conclude that a soil property changed with depth at different rates between the restored and unrestored parcels of the prairie.

RESULTS
We used the ANOVA results to discern whether the soil properties of the two sites differed significantly. The mean values for soil pH and organic matter were significantly different between the restored and unrestored parcels of the prairie at $\alpha = 0.05$ (Table 2). The mean soil pH in the restored prairie was significantly lower (pH = 6.6 ± 0.07) than the average soil pH across the unrestored prairie (7.1 ± 0.06; Table 2). The restored parcel of the prairie also had significantly lower SOM (2.49% ± 0.129%) than the unrestored parcel (4.24% ± 0.550%; $p = 0.007$; Table 2). Total nitrogen, highly correlated with SOM in our data, was also significantly higher in the unrestored parcel of the prairie (0.279% ± 0.033%) than in the restored parcel (0.171% ± 0.01%; $p < 0.006$; Table 2, Figure 2). A qualitative assessment of a heat map generated for total nitrogen (Figure 2) suggests that the restored parcel of the prairie was more homogenous for this soil property than the unrestored parcel. However, heat maps generated for all other soil properties (not presented) did not show distinctly different levels of heterogeneity between the two parcels.

Analysis of the sand, silt, and clay fractions revealed that the soil texture varied between the restored and unrestored parcels of the prairie at the 10-20 cm depth (Table 2, Figure 3). While the mean clay contents of the restored (22.8% ± 0.52%) and unrestored (21.8% ± 1.18%) parcels were not significantly different ($p = 0.599$), the mean sand fraction in the restored parcel of the prairie (23.3% ± 2.15%) was significantly lower ($p = 0.039$) than in the unrestored parcel (33.0% ± 3.73%; Table 2). Additionally, the variance in the sand fraction data in the unrestored parcel was greater than in the restored parcel of the prairie (Figure 3). The majority of the soil sample (73%) from the restored prairie was classified as silt loams,38 whereas no one textural class dominated the unrestored prairie; soils there were classified as silt loams (41%), loams (35%), and clay and sandy loams (12%) each.

Mixed-effect ANCOVA was used to assess whether soil properties varied significantly with depth as well as whether these rates of change differed between these two adjacent parcels of the prairie (Table 3). The mean bulk density across all depths between the restored and unrestored parcels of the prairie did not differ significantly (Table 3). However, bulk density increased faster with depth in the unrestored prairie than in the restored prairie ($p = 0.048$; Figure 4, Table 3). The mean soil penetrative resistance between the restored and unrestored prairies was not significantly different ($p = 0.129$) throughout the 35 cm soil profile sampled (Table 3). Although these parcels did not differ significantly for this property, the standard error in the unrestored parcel increased dramatically after a depth of 20 cm (data not shown), whereas standard error values in the restored prairie tended to be less variable throughout the soil profile. Volumetric water content sampled 72 hours after a rainfall event did not significantly differ between the restored and unrestored parcels of the prairie ($p = 0.253$; Table 3).
Figure 2. A heat map of total nitrogen (% Kjeldahl N by mass) for the unrestored parcel (Area 6) of the Biocore prairie in Madison, Wisconsin, USA versus the restored parcel (Area 3). The 32 grid points sampled (see Figure 1) were interpolated to smooth the heat map, producing a gradient of colors based on total nitrogen value (highest = red, lowest = green).

Figure 3. Data on the sand fraction of soils (y axis) from the successfully restored and unrestored parcels (x axis) of the Biocore prairie in Madison, Wisconsin, USA. The thick horizontal line represents the mean values for the two parcels, and the error bars are one standard error. Points are semi-transparent; darker colors indicate where points are overplotted.
Table 3. Mixed-effect ANCOVA results used to determine whether soil properties that varied with depth (i.e., penetrative resistance, bulk density, and volumetric water content) did so differently in the restored versus unrestored parcels of the Biocore prairie. The p value for the Area × depth interaction term was used to determine whether these rates of change with depth differed significantly between the two parcels. Significant differences in this regard are noted in bold.

<table>
<thead>
<tr>
<th>Soil Property</th>
<th>Effect</th>
<th>Intercept</th>
<th>ddf</th>
<th>SE</th>
<th>t</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Penetrative resistance</td>
<td>Depth</td>
<td>-157.4</td>
<td>101.3</td>
<td>399.0</td>
<td>-0.395</td>
<td>0.694</td>
</tr>
<tr>
<td></td>
<td>Area</td>
<td>273.7</td>
<td>204.5</td>
<td>204.5</td>
<td>5.384</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td></td>
<td>Area × depth</td>
<td>106.3</td>
<td>204.5</td>
<td>204.5</td>
<td>1.524</td>
<td>0.129</td>
</tr>
<tr>
<td>Bulk density</td>
<td>Depth</td>
<td>-0.09390</td>
<td>89.16</td>
<td>0.05310</td>
<td>-1.769</td>
<td>0.080</td>
</tr>
<tr>
<td></td>
<td>Area</td>
<td>0.2517</td>
<td>62.00</td>
<td>0.01490</td>
<td>-16.94</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td></td>
<td>Area × depth</td>
<td>0.04110</td>
<td>62.00</td>
<td>0.02040</td>
<td>-2.015</td>
<td>0.048</td>
</tr>
<tr>
<td>Volumetric water</td>
<td>Depth</td>
<td>0.4305</td>
<td>87.36</td>
<td>2.065</td>
<td>0.208</td>
<td>0.853</td>
</tr>
<tr>
<td>Content at 72 h</td>
<td>Area</td>
<td>0.6900</td>
<td>62.00</td>
<td>0.5660</td>
<td>1.268</td>
<td>0.210</td>
</tr>
<tr>
<td></td>
<td>Area × depth</td>
<td>-0.8959</td>
<td>62.00</td>
<td>0.7766</td>
<td>-1.154</td>
<td>0.253</td>
</tr>
</tbody>
</table>

DISCUSSION

In support of our first hypothesis, soil properties differed between the restored prairie and the parcel that has been resistant to restoration (unrestored) at the Biocore property. On average, the unrestored section had higher soil organic matter, total nitrogen, and percent silt and sand than the restored section, as well as a more alkaline soil pH. The difference in soil organic matter was particularly noteworthy because it contradicts prevailing research suggesting that prairie restoration increases soil organic matter over time.\textsuperscript{32-36} Alternatively, the difference may be a legacy effect from prior anthropogenic disturbances that occurred at this site. The unrestored parcel also had a higher total nitrogen content overall, a nutrient that, at excessive levels, is expected to favor the encroachment of non-native species\textsuperscript{14}, and a higher soil pH, which mediates the availability of nitrogen and other key nutrients.\textsuperscript{24}
However, except for total nitrogen, the heterogeneity of the measured soil properties did not differ markedly between the restored and unrestored parcels. Research on the relationship between resource heterogeneity, particularly that of nitrogen, and the establishment and diversity of native species has been mixed, with some studies finding positive relationships and others, including ours, suggesting less influence of soil heterogeneity. These data suggest that the mean differences in soil properties are likely more important than the heterogeneity of these properties in helping to explain the disparity in restoration success between the two parcels in the Biocore prairie.

The unrestored section of the prairie contained almost twice as much soil organic matter as the restored prairie, which is inconsistent with studies finding an accumulation of organic matter as restored prairies develop. Our results, however, corroborate an alternate body of research that challenges assumptions concerning changes in organic matter during prairie restoration. Some studies have observed that prairie restorations have little effect on soil organic matter or that concentrations in restorations may even decrease over time. For example, a recent study of urban grasslands in Illinois found that soil organic matter at a long-term restoration site was significantly lower (4.7%) than at an unmanaged comparison site (6.1%). These conflicting results suggest multiple competing factors (e.g., soil microbial activity and abiotic changes) may drive changes in soil organic matter during the restoration of prairie ecosystems. Therefore, controlled experiments may be needed to fully understand how and why soil organic matter changes as restored prairies develop.

Despite efforts to combat the growth of non-native vegetation through nitrogen-reducing management practices in the unrestored section of the prairie, total nitrogen, a nutrient expected to increase the success of invasive species in prairie ecosystems, was still higher in the unrestored section than in the restored section. It is possible that high nitrogen content in the unrestored section has permitted invasive species to outcompete native plants there. In addition, plant-available forms of nitrogen are attracted to the charged sites on soil organic matter, a soil property that was also found to be higher in the unrestored section than in the restored section and which was highly correlated with total nitrogen in this study. Thus, the higher soil organic matter content in the unrestored section may have facilitated a positive feedback with respect to soil nitrogen availability, allowing increased growth of invasive flora and decreased establishment of native flora.

Soil pH, a controlling factor in the availability of essential plant nutrients, was lower in the restored section of the prairie relative to the unrestored section, which may be central to explaining the contrasting responses between the two sections. Most macro- and micronutrients, including plant-available forms of nitrogen, are more readily available for plant uptake at soil pH values between 6.0 and 7.0. All pH values in the restored section fell within this range, whereas the majority of soil pH values in the unrestored parcel were higher than this range. A similar study of a successfully restored tallgrass mesic prairie approximately 30 km from our study site also found that annual measurements of soil pH ranged from approximately 6.0 to 6.3, consistent with the results for the restored section presented here. Based on these studies, although we did not measure the availability of all relevant plant nutrients, we speculate that the higher pH range in the unrestored section may thus be prohibiting access to essential nutrients for native plant species. An experimental decrease in pH in the unrestored section (e.g., via sulfur application) could be used to test whether a reduction in pH would indeed facilitate the establishment of native prairie flora there.

While considering soil pH in relation to the availability of essential nutrients is appropriate, evaluating how soil pH relates to microbial activity may yield a more holistic understanding of varied restoration success at sites like the Biocore prairie. For example, the establishment and activity of soil microbial communities is particularly sensitive to changes in soil pH. A recent study of a prairie restoration in Kansas found that soil microbial biomass was negatively correlated with soil pH (Pearson’s r = -0.83). Although soil microbial analyses were not included in the present study, other studies have indicated that microbial biomass and diversity both increase throughout a prairie restoration and could serve as useful metrics for assessing progress. Despite this, soil microbial characteristics are rarely incorporated into restoration evaluations, largely due to the time and cost associated with quantifying them. However, given the soil pH differences observed in this study, these measurements may be informative for understanding the disparate restoration outcomes we observed.

Soil texture influences a suite of soil properties, including water-holding capacity and the size of carbon and nitrogen pools, and thus contributes to the success of prairie restorations. The sand fraction in the unrestored section of the prairie was greater than in the restored prairie, and this section also had greater variation in soil textural classes than the restored section. In contrast, just one soil textural class dominated the restored section. An analogous study of a restored mesic tallgrass prairie in southern Wisconsin found their site to be largely composed of silt loams, similar to the successfully restored parcel in the current study. In addition, the same study found that soil properties (pH, NPK, soil organic matter, and drainage) at that restored site approached similar values as those observed in other nearby remnant prairies. Taken together, the above results suggest that the textural properties of the unrestored section of the Biocore prairie may be further limiting the establishment of a native plant community there.
Given the results of the textural analysis, we expected that bulk density would be lower in the restored prairie than in the unrestored section. However, the two sections did not differ in this physical property. This result concurs with a similar finding in another study conducted in southern Wisconsin, although it conflicts with several past restoration studies that observed lower bulk densities in restored prairies. For example, the results of a six-year study of a restored prairie found bulk density to increase in the 0-10 cm (1.25 to 1.45 g/cm³), 20-35 cm (1.2 to 1.3 g/cm³), and 35-50 cm (1.18 to 1.4 g/cm³) depth intervals. The similarity in mean bulk density between the sections in our study may be partially explained by two contrasting effects involving marked differences in soil organic matter and sand content. Increases in soil organic matter tend to decrease bulk density, whereas increasing sand content tends to have the opposite effect. The unrestored section had significantly higher soil organic matter, which would suggest a lower bulk density. However, the greater sand fraction in the unrestored section may have offset this effect, resulting in a nonsignificant difference overall in bulk density between the restored prairie and the section so far resistant to restoration. Therefore, we contend that bulk density may not be a reliable diagnostic of restoration success by itself because it is fundamentally interconnected with other belowground properties such as soil organic matter.

In general, the results presented here do not corroborate the idea that resource heterogeneity drives species diversity in grassland ecosystems. However, some soil properties, particularly total nitrogen, were somewhat more heterogeneous in the unrestored section than in the restored section of the prairie. The heat map of total nitrogen (Figure 2) appears to show that not only was the unrestored section qualitatively more heterogeneous than the restored section, but it also contained the largest nitrogen values overall. While some studies have found both species richness and diversity to increase with nutrient resource heterogeneity, other studies suggest that the raw availability of a resource itself may be a better predictor of how similar the restored plant community becomes to a native prairie. For example, a restoration of a lowland agricultural field in Kansas indicated that establishment of non-native vegetation was lowest in treatments with lower nitrogen availability. The authors of that study concluded that total nitrogen availability in each treatment was a better predictor of the resulting community composition than was the spatial heterogeneity of nitrogen. Although total nitrogen heterogeneity was analyzed using a qualitative approach, more rigorous quantitative analyses may reveal a more conclusive explanation for the disparate outcomes at the Biocore property.

CONCLUSIONS
The disparate outcomes observed in adjacent parcels within a 13-year old prairie restoration provided an opportunity to assess the explanatory power of differences in soil properties and their spatial heterogeneity. Mean soil organic matter and bulk density, two metrics that are commonly used to measure restoration progress, did not corroborate past research that suggests prairie restoration decreases bulk density and increases soil organic matter. Several other soil properties (i.e., soil pH, % sand, % silt, and total nitrogen) not traditionally included in restoration progress evaluations differed between the restored parcel and the one resistant to restoration efforts. In addition, this study found that except for total nitrogen, the heterogeneity of the measured soil properties was not noticeably different between the restored and unrestored parcels. This finding did not support our second hypothesis and does not support the assumed causal relationship between resource heterogeneity and species diversity.

Nevertheless, we suspect that the differences in the soil properties we observed are likely contributing to the contrasting levels of restoration success at this site and, as such, advocate for including soil properties in the study of aboveground outcomes of prairie restorations. Documented relationships between changes in soil hydraulic properties and soil microbial communities, for example, and the establishment of prairie plant communities demonstrate the usefulness of coupling these above- and belowground facets of prairies under restoration.
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PRESS SUMMARY
Approaches for evaluating the progress of prairie restorations tend to focus on aboveground properties. As a result, how belowground properties impact the establishment and trajectory of restorations remains unclear. On this premise, we compared physiochemical soil properties of two adjacent parcels, one successful and one not, within a 13-year-old prairie restoration. We found that many soil properties differed (i.e., percent sand, percent silt, soil pH, and total nitrogen) markedly between these two parcels. However, two soil properties that often correlate with restoration progress (increased soil organic matter and decreased bulk density) in similar studies did not do so at our site. Additionally, only total nitrogen was more spatially heterogeneous in unrestored parcel versus the other, which did not support the second hypothesis. These results emphasize the importance of including soil properties in evaluations of prairie restorations as well as their differential role in inhibiting or supporting restoration success.
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ABSTRACT
Modern fluorescent lamp phosphor powder contains tricolor phosphor. This tricolor phosphor consists of three different types of rare earth phosphors: red (YOX), green (CMAT/LAP) and blue (BAM); mixed in varying proportions. The exact separation of these three rare earth phosphors is essential in order to precisely recover the contained rare earth elements from waste lamps phosphor. In this present work, we reported an efficient methodology for the separation of these three tricolor phosphors and the selective extraction of predominantly presented red phosphor (YOX) constituents using acid leaching. The waste phosphor powder was leached with different acids: both organic and inorganic type. The 3 M H$_2$SO$_4$ leaching was found to be most suitable for the selective extraction of red phosphor constituents, i.e. Y and Eu. The recovered phosphor powder was analyzed with SEM/EDS and XRD analysis. The obtained XRD pattern was refined using Rietveld refinement method for the quantification of phases present. Recovered red phosphor powder contained three main crystalline phases Y$_2$O$_3$, Eu$_2$O$_3$ and Y$_2$Os.
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INTRODUCTION
The rare earth elements (REEs), which include 15 lanthanides, Y and Sc are essential for the development of various advanced technologies including efficient lighting, wind turbines, and hybrid electric vehicles. Moreover, their global demand is forecasted to continue with increasing rate of 3.7%-8.6% per year.\(^1\) The primary sources of REEs extraction are mining of various natural deposits, e.g. bastnaesite, xenotime, and monazite etc. and ion-adsorption ores, contain varying amount of different REEs. Although their mining production and separation are considered difficult because these elements share similar chemical properties and have associated environmental concerns with their extraction.\(^2\) To overcome both sustainable supply and environmental issues, an alternative approach as their efficient recovery from waste products i.e. urban mining is considered. Urban mining is emerging as an efficient source for REEs extraction and continuously receiving great attention towards their recovery from the end of life (EoL) products containing permanent magnets, phosphors, and NiMH rechargeable batteries.

Among all other EoL products, waste fluorescent lamps (FLs) are considered as the major source for REEs recovery since hundreds of millions of units of FLs are produced and discarded every year globally. As reported in the previous studies it is suggested that FLs phosphor often contributes to 2-3% of the total mass of a FL,\(^3,4\) and contains about 23% of REEs.\(^5,6\) Modern FLs phosphors are typically composed of white calcium halophosphate and rare earth triphosphors, whose composition varies across manufacturers. These rare earth triphosphors are the mixture of red, green and blue rare earth phosphor with the varying composition and contain Y, La, Eu, Gd, Ce, and Tb as the key REEs (Table 1).\(^7-9\)

Currently, various approaches are being employed for the recovery of REEs from lamp phosphors including hydrometallurgy,\(^4, 10, 11\) pyrometallurgy,\(^12\) supercritical liquid extraction,\(^13\) electrometallurgy,\(^14\) and mechanical activation method.\(^15\) Among all these approaches, hydrometallurgy is most widely accepted for the selective recovery of REEs because of its large operational scale, low energy circulation and low investment cost with high extraction yield especially for Y and Eu.\(^16, 17\) Y and Eu have special attention during the recovery of various REEs from waste lamp phosphors due to the high intrinsic value of Y$_2$O$_3$:Eu$^{3+}$ as red rare earth phosphor present in them.\(^17, 18\)

Hydrometallurgy typically includes leaching process followed by precipitation and solvent extraction to dissolve, separate and recover pure REEs. Generally, different acids, e.g. HCl, H$_2$SO$_4$, HNO$_3$ and alkalis, e.g. NaOH and NH$_3$ are employed as leaching agents. The leaching efficiencies for Y and Eu along with Ca are much higher than others like Ce, Tb, and La, this is due to easy dissolution of calcium halophosphate and YOX in dilute acids.\(^19\) Under the conditions of pressure leaching of the waste phosphor blend, the leaching efficiencies for Y and Eu were achieved about 96.4% and 92.8%, respectively.\(^4\) According to the previous studies, not much work has been done on the separation of red, green and blue rare earth phosphors,
obtained from real waste fluorescent lamps. Otsuki used two liquid flotation process using N,N-dimethyl formamide (DMF) and heptane to separate Y₂O₃:Eu³⁺, LaPO₄:Ce³⁺, Tb³⁺, and (Sr,Be,Mg)₅(PO₄)₃Cl:Eu²⁺ three different lamp phosphors. Mei separated red (Y₂O₃:Eu³⁺), blue (BaMgAl₁₀O₁₇:Eu²⁺) and green (CeMgAl₁₀O₁₇:Tb³⁺) rare earth phosphor from synthetic rare earth triphosphor mixture using liquid/liquid extraction, 2-thenoyltrifluoroacetone (TTA) and potassium sodium tartrate depressant (PST) used to extract blue and red phosphor, respectively while chloroform used to extract green phosphor. Schaeffer used a Brønsted acidic ionic liquid, i.e. 1-methylimidazolium hydrogen sulfate ([Hmim][HSO₄]) at the place of H₂SO₄ for the recovery of Y₂O₃:Eu³⁺ (YOX) from waste fluorescent lamp phosphor.

### Table 1. The approximate chemical composition of tricolor rare earth phosphors used in modern FLs.

<table>
<thead>
<tr>
<th>Type of phosphor</th>
<th>Potential compounds</th>
<th>The approximate amount in tricolor lamp phosphor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Red</td>
<td>Y₂O₃:Eu³⁺ (YOX)</td>
<td>55%</td>
</tr>
<tr>
<td>Green</td>
<td>(Ce,Tb)MgAl₁₀O₁₇ (CMAT)</td>
<td>35%</td>
</tr>
<tr>
<td>Blue</td>
<td>BaMgAl₁₀O₁₇:Eu²⁺ (BAM)</td>
<td>10-15%</td>
</tr>
</tbody>
</table>

With respect to the above-mentioned issues, here we present an efficient methodology for the separation of red phosphor (YOX) from waste FLs phosphor mixture and its treatment to recover Y and Eu. The method used in this work incorporates the use of different leaching agents including various organic and inorganic acids for recovering REEs from the red phosphor. Further processes like precipitation and calcination were applied to separate the red phosphor constituents and to recover them. The challenges associated with recovery which include purities and concentrations of recovered REEs were also examined.

**MATERIALS AND METHODS**

**Materials**

The waste phosphor sample, collected from end-of-life FLs after removal of mercury, was provided by a leading Indian e-waste recycling company (Eco Recycling Ltd., Mumbai). As the leaching reagents; sulfuric acid (98%), citric acid, and *aqua regia* (HCl: HNO₃, volume ratio 3:1) were employed. The 3 M H₂SO₄ was prepared by diluting the sulfuric acid (98%) with pure water. Sodium hydroxide and oxalic acid were used for the pH adjustment and precipitation of leaching residues to obtain REEs oxalates, respectively. All the chemicals used in this work were of analytical grade and used without any further purification.

### Table 2. The Elemental content of waste lamps raw phosphor powder sample (EDS).

<table>
<thead>
<tr>
<th>Element</th>
<th>Mass (wt. %)</th>
<th>Element</th>
<th>Mass (wt. %)</th>
<th>Element</th>
<th>Mass (wt. %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y</td>
<td>18.1</td>
<td>Ca</td>
<td>11.0</td>
<td>Al</td>
<td>1.9</td>
</tr>
<tr>
<td>Eu</td>
<td>1.7</td>
<td>P</td>
<td>11.8</td>
<td>Mn</td>
<td>0.6</td>
</tr>
<tr>
<td>Ce</td>
<td>1.6</td>
<td>O</td>
<td>10.2</td>
<td>Zn</td>
<td>1.4</td>
</tr>
<tr>
<td>Tb</td>
<td>2.2</td>
<td>Ba</td>
<td>1.4</td>
<td>Si</td>
<td>0.3</td>
</tr>
<tr>
<td>La</td>
<td>1.6</td>
<td>Mg</td>
<td>0.4</td>
<td>Cl</td>
<td>0.5</td>
</tr>
<tr>
<td>Gd</td>
<td>2.9</td>
<td>Sr</td>
<td>3.8</td>
<td>Pt</td>
<td>28.5</td>
</tr>
</tbody>
</table>

**Table 3. Weight fraction of each phase present in the raw waste phosphor sample; resultant from structure refinement of obtained XRD pattern using the Rietveld refinement method.**

<table>
<thead>
<tr>
<th>Phase name</th>
<th>Chemical formula</th>
<th>Fraction (wt. %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BAM</td>
<td>Ba₉₀Eu₁₀,Mg₂Al₁₀O₂₇</td>
<td>7.71</td>
</tr>
<tr>
<td>Fluorapatite</td>
<td>Ca₉(PO₄)₃F₀.₉Cl₀.₁</td>
<td>7.95</td>
</tr>
<tr>
<td>CMAT</td>
<td>Ce₆₄,Tb₂₃,Mg₁₀₁₇O₁₉</td>
<td>10.41</td>
</tr>
<tr>
<td>YOX</td>
<td>(Y₀.₉₅Eu₀.₀₅)₂O₃</td>
<td>16.69</td>
</tr>
<tr>
<td>Hydroxylapatite</td>
<td>Ca₃₀.₄₂Sn₀.₄₄H₄₀(PO₄)₁₀(OH)₁₆₀</td>
<td>26.96</td>
</tr>
<tr>
<td>Coesite (Quartz)</td>
<td>SiO₂</td>
<td>30.29</td>
</tr>
</tbody>
</table>

A report on the detailed characterization of this investigated waste phosphor sample has already been submitted elsewhere. Here, in the present paper, the results obtained we have also added the chemical composition results obtained from waste phosphor sample analysis. The preliminary elemental composition of waste phosphor sample was determined using EDS and ICP-AES analysis. The obtained EDS analysis results for various REEs and other elements are given in Table 2. XRD
analysis was done to confirm the presence of various phases; this was followed by the structure refinement of obtained XRD pattern using Rietveld refinement method for the quantitative analysis of the phases and elements presented (Table 3).

Experimental methodology

a. Acid Leaching

Preliminary leaching tests were performed using various acids including both inorganic and organic acids as leaching reagent; in order to find out the appropriate leaching reagent to obtain the high recovery yield for REEs. These leaching reagents were sulfuric acid (3 M and 18 M), *aqua regia* (HCl: HNO3; volume ratio 3:1) and citric acid. Initially, 0.1 g of waste fluorescent lamp phosphor sample was dissolved into these different leaching reagents. The traditional *aqua regia* was employed since it is generally used to dissolve various metals. Two different molarities of sulfuric acid, 3 M and 18 M used to check its potential to dissolve all three rare earth phosphor present in waste phosphor sample. The citric acid was employed as an organic leaching agent, to recover REEs in an environmentally friendly manner. Some of the leaching parameters as the leaching temperature and solid to liquid (S/L) ratio (w/v) kept constant at 90 °C and 40%, respectively for each leaching experiment performed, moreover according to the available literature, the optimized leaching time for sulfuric acid was kept constant at 4 h. The leaching time for citric acid leaching experiment was varied from 1 h to 2 h to reveal its potential for employing it as the suitable organic leaching agent.

b. Precipitation and calcination

The change in pH of the leached solution of the phosphor was observed using pH meter and adjusted to 2.4 using sodium hydroxide solution for the further ease of separation of the constituent elements by precipitation. The precipitation of obtained filtrate was done using the oxalic acid to convert the rare earth elements present into their respective oxalates. The precipitate i.e. rare earth oxalates obtained from the leachate was filtered and dried. The dried precipitate was kept in the muffle furnace in an alumina crucible at 750 °C for 6 h. This process was performed for the conversion of rare earth oxalate into their respective rare earth oxides. The possible chemical reactions that took place during the precipitation of the Y and Eu into their respective oxalates and the calcination of these oxalates in order to decompose them into their respective oxides are given below:

\[
\begin{align*}
2\text{Y}^{3+} + 3\text{C}_{2}\text{O}_4^{2-} & \rightarrow \text{Y}_2(\text{C}_2\text{O}_4)_3 \\
2\text{Eu}^{3+} + 3\text{C}_{2}\text{O}_4^{2-} & \rightarrow \text{Eu}_2(\text{C}_2\text{O}_4)_3 \\
2\text{Y}_2(\text{C}_2\text{O}_4)_3 + 3\text{O}_2 & \rightarrow 2\text{Y}_2\text{O}_3 + 12\text{CO}_2 \\
2\text{Eu}_2(\text{C}_2\text{O}_4)_3 + 3\text{O}_2 & \rightarrow 2\text{Eu}_2\text{O}_3 + 12\text{CO}_2
\end{align*}
\]

The complete experimental methodology used for the separation of tricolor phosphor and recovery of red phosphor is shown schematically in Figure 1.
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Figure 1. The experimental methodology used for the selective separation of red phosphor (YOX) and recovery of its constituents.

c. Analytical techniques

The chemical composition of the raw waste phosphor powder sample was analyzed using ICP-AES analysis. This technique was also used to determine the dissolution yield of the various elements in the leached liquor. The surface characteristics, morphology and elemental qualitative information of the resultant calcined powder of rare earth oxides were revealed using
SEM (JEOL JSM-7600F) along with EDS. The main crystalline phases present in the recovered rare earth oxide powder were analyzed using XRD (EMPYREAN, PANalytical) analysis; operated at 45 kV tube voltage and 40 mA tube current with the Cu-Kα (λ= 1.54 Å) radiation and the scanning was performed between 0° to 90° using continuous scanning mode. Further, the structure refinement of obtained XRD data was done by using the Rietveld refinement method with FullProf software for quantitative phase analysis.

RESULTS AND DISCUSSION
Effect of different leaching agents on leaching rates of elements
Table 4 shows the extracted fractions of various elements as the function of different acids leaching of waste phosphor sample measured using ICP-AES (SECTRO ACROS). As seen from the results, it is possible to conclude that the solubility of the predominant calcium halophosphate and red phosphor constituents was much higher in the 3 M H2SO4 leaching since they both readily dissolve in the diluted acids.

Table 4. Element extraction obtained using different acids as leaching agents (wt. %) (SA= Sulfuric acid; CA= Citric acid; AqR= Aqua Regia; *not determined).

<table>
<thead>
<tr>
<th></th>
<th>Y</th>
<th>Eu</th>
<th>Ce</th>
<th>Tb</th>
<th>Gd</th>
<th>La</th>
<th>Ca</th>
<th>P</th>
<th>Sr</th>
<th>Al</th>
<th>Mg</th>
<th>Ba</th>
<th>Si</th>
<th>Sb</th>
<th>Mn</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SA (3 M)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>18.55</td>
<td>1.75</td>
<td>0.07</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>0.06</td>
<td>19.55</td>
<td>9.21</td>
<td>0.09</td>
<td>1.34</td>
<td>0.03</td>
<td>0.02</td>
<td>0.31</td>
<td>0.36</td>
<td>0.28</td>
</tr>
<tr>
<td><strong>SA (18 M)</strong></td>
<td>16.41</td>
<td>0.84</td>
<td>0.7</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>1.03</td>
<td>17.55</td>
<td>8.84</td>
<td>0.12</td>
<td>0.64</td>
<td>0.02</td>
<td>0.01</td>
<td>0.19</td>
<td>0.33</td>
<td>0.25</td>
</tr>
<tr>
<td><strong>CA (1h)</strong></td>
<td>4.73</td>
<td>0.06</td>
<td>0.05</td>
<td>0.03</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>9.13</td>
<td>1.03</td>
<td>0.03</td>
<td>0.67</td>
<td>0.08</td>
<td>0.19</td>
<td>n.d.</td>
<td>n.d.</td>
<td>n.d.</td>
</tr>
<tr>
<td><strong>CA (2h)</strong></td>
<td>3.37</td>
<td>0.16</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>3.95</td>
<td>n.d.</td>
<td>0.01</td>
<td>0.21</td>
<td>0.1</td>
<td>n.d.</td>
<td>n.d.</td>
<td>n.d.</td>
<td>n.d.</td>
<td>n.d.</td>
</tr>
<tr>
<td><strong>AqR</strong></td>
<td>2.86</td>
<td>0.95</td>
<td>0.02</td>
<td>n.d.</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>17.61</td>
<td>8.86</td>
<td>0.09</td>
<td>2.67</td>
<td>0.06</td>
<td>0.08</td>
<td>0.57</td>
<td>n.d.</td>
<td>n.d.</td>
</tr>
</tbody>
</table>

The major advantage of using H2SO4 leaching is that it provides high rates of extraction for Y and Eu due to the low solubility of formed CaSO4 (gypsum), which is the major impurity to the leach liquor. The results suggest that the other REEs (e.g., Ce, Tb, La) contributed from the green and blue type phosphor were extracted in the much higher extent when waste powder was leached using concentrated (18 M) H2SO4 since they have highly stable chemical structure of spinel type and requires alkali roasting before acid leaching to destroy their spinel chemical structure.

Figure 2 reports the extracted fraction of four major elements including Y and Eu as a function of treatment with the different types of leaching agents. The highest contribution of Y and Eu to the leach liquor was found to be 18.55% and 1.75% respectively for the 3 M H2SO4 leaching. This trend was also observed with the calcium halophosphate constituents (e.g., Ca, P) as the Ca was also extracted in higher extent about 19.55% when treated with 3 M H2SO4 as compared to the 18 M H2SO4 leaching. This is probably due to the formation of the low solubility of CaSO4.

The leaching experiments performed using citric acid did not provide satisfactory results as both the REEs and other elements were extracted in very limited extent which shows that it is not suitable as the leaching agent for the recovery of red phosphor constituents since the extraction of Y was found to be only about 4.73% which is too low with respect to the other acid leaching experiments. The similar behavior was seen using the aqua regia as leaching agent (Y extraction was only 2.86%). The maximum number of elements (about 15) were extracted using H2SO4 (3 M as well as 18 M) leaching and other employed leaching agents were not able to extract more than 12 elements.
Selective extraction of red ($\text{Y}_2\text{O}_3:$$\text{Eu}^{3+}$) phosphor constituents

As the 3 M H$_2$SO$_4$ leaching was found satisfactory for the leaching of Y and Eu, the obtained filtrate was precipitated by the addition of oxalic acid. The obtained precipitate was filtered and dried overnight. Finally, this dried oxalate powder was calcined in order to produce the respective Y and Eu oxides.

a. SEM/EDS results

**Figure 3(a)** shows the characteristic micrograph of the obtained powder constituents as the densely packed flake-like morphology recovered using 3 M H$_2$SO$_4$ acid solution. All the elements were uniformly scattered as inferred from the EDS spectrum (**Figure 3(b)**). These obtained results clarify the existence of both Y and Eu as the major constituents in the recovered phosphor powder which are the major constituents of the red phosphor.

![SEM micrograph](image)

![EDS spectrum](image)

**Figure 3. (a) SEM micrograph & (b) EDS spectrum of recovered red rare earth phosphor constituents.**

As shown in **Table 5**, the yttrium and europium were found in the concentration of about 33.19% and 1.25% respectively. The appearance of Gadolinium in the obtained spectrum is significant to the presence of Gd$_2$O$_3$ phosphor in minor amount along with the YOX as the red rare earth phosphor in the waste phosphor sample and earlier this was also observed from the obtained ICP-AES results of waste phosphor sample (**Table 4**).

<table>
<thead>
<tr>
<th>Element</th>
<th>Y</th>
<th>Eu</th>
<th>Gd</th>
<th>P</th>
<th>S</th>
<th>Si</th>
<th>Na</th>
<th>O</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass (wt. %)</td>
<td>33.2</td>
<td>1.2</td>
<td>1.9</td>
<td>5.2</td>
<td>1.6</td>
<td>0.5</td>
<td>10.2</td>
<td>21.2</td>
<td>24.7</td>
</tr>
</tbody>
</table>

**Table 5.** EDS analysis of recovered red phosphor powder.

The Si and Na appeared as minor impurity elements possibly due to leached quartz particles and added NaOH for the pH adjustment respectively. The impurities from other REE phosphors (e.g., BAM and CMAT) were not detected in recovered phosphor powder, these results suggest the successful separation of the red phosphor from other waste phosphor constituents.

b. XRD and Rietveld refinement results

**Figure 4** shows the X-ray diffraction pattern of recovered phosphor powder by using dilute (3 M) H$_2$SO$_4$ acid leaching along with the possible phases present. The major crystalline phases have been identified by their respective JCPDS cards Yttrium oxide (Y$_2$O$_3$; JCPDS 00-041-1105), Europium oxide (Eu$_2$O$_3$; JCPDS 00-034-0072) and Yttrium oxide sulphide (Y$_2$O$_3$S).
JCPDS 01-079-2251) along with the three minor impurity phases namely, quartz (SiO2, JCPDS 00-012-0708), sodium oxalate (Na2C2O4, JCPDS 00-049-1816) and calcium phosphate (Ca3(PO4)2, JCPDS 00-009-0169). The identified sodium oxalate phase is possibly present due to the remaining oxalate precipitate even after the calcination process, this clarifies that the calcination temperature should be higher than 750 °C for the complete decomposition of the generated oxalate precipitates. The presence of quartz phase is mainly due to the leached quartz impurities from the waste phosphor sample.

Figure 4. – X-ray diffraction pattern of the recovered red phosphor powder along with the three main crystalline phases present.

Figure 5 shows the refined X-ray diffraction patterns for the recovered phosphor powder as refined using the Rietveld refinement method. The diffraction pattern was refined, starting from the crystallographic parameters of Y2O3 and then further refined by the crystallographic parameters of other phases: Eu2O3, Y2OS2. Finally, the minor impurities phases were refined in the sequence of SiO2, Na2C2O4 and Ca3(PO4)2, respectively.

Y2OS2 was identified as the major phase (41.71%), this formation of yttrium oxide sulfide during the calcination process took place was likely due to a chemical reaction occurred between the yttrium sulfate which obtained from 3 M H2SO4 leaching (Equation 5) and the generated carbon monoxide due to the thermal decomposition of the remaining unreacted oxalic acid (Equation 6). During the 3 M H2SO4 leaching, the red phosphor (Y2O3:Eu3+) was converted into yttrium sulfate and europium sulfate and further this yttrium sulfate was precipitated into yttrium oxalate by the use of oxalic acid in order to recover yttrium oxide. The precipitation step requires a stoichiometric amount of oxalic acid and an optimum pH in order to precipitate yttrium sulfate into its respective oxalate.

It is assumed that due to an imbalance in the pH of the obtained leached solution, some fraction of present yttrium sulfate was not precipitated into yttrium oxalate which led yttrium sulfate and oxalic acid to remain unreacted into leached solution. This remained unreacted oxalic acid was thermally decomposed into carbon monoxide during the calcination at 750 °C (Equation 6).

The possible chemical reactions that took place in the formation of yttrium oxide sulfide during the calcination process are given below:

\[
(Y_{0.95}Eu_{0.05})_2O_3 + 3H_2SO_4 \rightarrow Y_2(SO_4)_3 + Eu_2(SO_4)_3 + 3H_2O \quad \text{Equation 5.}
\]

\[
H_2C_2O_4 + 2H_2O \rightarrow CO + CO_2 + 3H_2O \quad \text{Equation 6.}
\]

\[
Y_2(SO_4)_3 + 11CO \rightarrow Y_2OS_2 + 11CO_2 + S \quad \text{Equation 7.}
\]
Figure 5. Observed (Yobs), Calculated (Ycal) and difference X-ray diffraction profiles for phosphor powders mixture. The vertical bars indicate the position of Bragg reflections for the various phase present. (*for Y2O3, Eu2O3, SiO2, Y2OS2, Na2C2O4 and Ca3(PO4)2 from upper to lower, respectively).

The quantified amount of the various phases present in the recovered phosphor powder as resultant from the Rietveld refinement of the observed diffraction pattern is shown in Table 6. These results confirm that the major fraction of recovered phosphor powder obtained from the treatment of raw phosphor powder by using dilute (3 M) H2SO4 acid contains red phosphor constituents, i.e. Y and Eu. Two major compounds were found for Y - Y2O3 and Y2OS2 accounting for about approx. 60% of the total fraction. Another important phase present was Eu2O3 which accounted for about 24.68% as the second major rare earth oxide recovered. This high amount is possible due to the presence of Eu in both YOX and BAM rare earth phosphor. The remaining unde decomposed fraction of sodium oxalate was found to be 13.40%. Ca3(PO4)2 was found in very low amount due to the formation of calcium sulfate which has low solubility and it was filtered out with the remaining green and blue phosphor filtrate which shows that most of the calcium halophosphate had been filtered which as an advantage of using dilute (3 M) H2SO4 leaching over leaching by other acids. The minor impurities fraction of SiO2 was also found. The recovery percent of yttrium and europium were calculated ca. 73% and ca. 71%, respectively.

<table>
<thead>
<tr>
<th>Phase name</th>
<th>Fraction (wt. %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y2O3</td>
<td>41.71</td>
</tr>
<tr>
<td>Y2O3</td>
<td>18.14</td>
</tr>
<tr>
<td>Eu2O3</td>
<td>24.68</td>
</tr>
<tr>
<td>Na2C2O4</td>
<td>13.41</td>
</tr>
<tr>
<td>Ca3(PO4)2</td>
<td>2.04</td>
</tr>
</tbody>
</table>

Table 6. Weight fraction of phases present in recovered red phosphor powder resultant from structure refinement using the Rietveld method (excluding the SiO2 impurity phase, i.e. assuming 100 wt. % of remaining five red phosphor crystalline phases).

CONCLUSIONS
The waste phosphor powder mostly contains many valuable REEs in the mixture of their respective oxides as in the form of the tricolor phosphor. The work represented in this research was mainly focused on the recovery of red phosphor constituents and the separation of tricolor phosphors as the treatment of waste phosphor powder sample with the various type of inorganic and organic acids. After the detailed characterization of waste phosphor sample (submitted for publication elsewhere, the red phosphor was separated from the green and blue phosphor by the treatment of waste phosphor with 3 M H2SO4. The 3 M H2SO4 leaching was found suitable in order to recover the Y and Eu to a higher extent in comparison to the other leaching acids employed. The recovered phosphor powder mainly contained three crystalline phases - Y2O3, Eu2O3 and Y2OS2 as identified from the obtained diffraction pattern. The refinement of the diffraction pattern provided the quantified amount of phases identified, these three major phases accounted for about 60% of the total amount of recovered red phosphor powder.
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PRESS SUMMARY
The tricolor phosphor present in the waste fluorescent lamp phosphors consists of three different type of rare earth phosphors: red (YOX), green (CMAT/LAP) and blue (BAM) which are mixed in varying proportions. These three rare earth phosphors should be separated individually in order to precisely recover the contained rare earth elements into them. This current study reports an efficient methodology for the separation of these three tricolor phosphors and the selective extraction of predominantly presented red phosphor (YOX) constituents using acid leaching. The waste phosphor powder was leached with different acids: both organic and inorganic type. The recovered phosphor powder mainly contains the Y and Eu compounds which confirmed the successful extraction of red phosphor from waste fluorescent lamp phosphor.