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ABSTRACT

Men in university administration repeatedly outnumber women in leadership positions. The problem under investigation is that this gender gap exists due to barriers to advancement and discrimination in both the hiring process and in the workplace. With less representation of women in higher education leadership, there is a higher risk of bias for women in this field. This study used an ex-post facto methodology and gathered public data from the University of California (UC) Annual Payroll Compensation database. Three separate studies were run to determine the level of gender differences in the representation of educational leaders, compensation, and career progression. Significant differences in gender equity existed, with more men represented at several levels of educational leadership. Significant differences were also found in compensation levels, where men earned more money than women in the same position. Lastly, a small effect, although not significant, was observed when comparing early career gender representation to non-early career gender representation. There are more women recent graduates than men in leadership positions. Together these results suggest that while there are gender gaps in representation and compensation, there may be slow progress towards better representation in early career leadership positions in the UC system. The implication of this research supports further research into factors which impact the compensation of women leaders in academia. Higher education hiring professionals and candidates for leadership positions could benefit from further development of theories around gender equity and representation.
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INTRODUCTION

Today, there are a variety of obstacles that stop women from achieving parity in the workforce. Occupational sex segregation paired with a male dominated work environment are two key barriers that affect women’s advancement vertically and horizontally in the corporate arena.1 As a result, research has shown that women in fields where they are the minority, demonstrate higher levels of resilience as it relates to their careers including within the field of higher education leadership.2 That is, women progress in the field even though they lack representation. This study uses three analyses to further explore this idea. The problems under investigation are how women in higher educational leadership are represented, how this affects compensation, and how they progress in their careers. The method of study is an ex-post facto design that uses the UC Annual Wage database to identify inequities between women and men leaders within the UC System.3

While 58.2% of the United States workforce are women, they are still unequally represented in most fields.3 In 2016, more than 40% of women in the labor force obtained college degrees.4 As of 2017, 30% of university presidents in the United States were women.5 Given the national disparity of women’s representation in the higher educational leadership, one study sought to see how their university stacked up. Researchers initiated an audit for their large university to assess the representation of women and men in their senior decision-making committees.6 A base line measurement was taken across committee groups, followed by a proposed initiative to implement parity between men and women leaders on the committee. After one year, the effectiveness of the initiative was measured. The study found some improvements towards gender equity in faculty-based groups however, other groups remained the same. A greater proportion of women were found at the lower academic staff levels and a greater proportion of men were staffed at the higher levels within the faculty of Medicine, Dentistry and Health Science.
school leadership committees. Within this professional staffing sample, the findings indicated greater proportions of women in all categories except at the highest levels.

Just why does this gender representation gap exist? The shortage of women in higher education leadership roles has been problematized in literature, suggesting that women lacked characteristics which led to advancement. However, some believe that universities are the issue instead. Higher education scholars in a qualitative study found that the work environments women were in, did not encourage them to become leaders or to build up their careers. Several women discussed that they had to adapt to the "entrenched masculine culture" within a department that was not accommodating to all genders. Current research shows that men and women do not differ in their desire to advance their careers in higher education administration, but that there are a variety of barriers that prevent women from advancing towards senior leadership. Factors that affect women’s advancement include work relationships, environment, invisible rules, proactivity, and personal circumstances. These factors show that women face more external than internal hurdles that prevent them from advancing within their careers.

Consequently, women’s advancement to higher positions within universities are hindered despite more women receiving post-secondary degrees. This suggests that while there are many qualified women to progress into leadership positions, the larger issue is systemic. A 2015 study found that there was a higher proportion of women in lower-level administration when compared to higher levels. While there are women who rank higher than their male colleagues, the study found that this was not often the case in higher education administration.

To combat this phenomenon the University of California (UC) System has made strides to maintain and increase faculty equity among its ten campuses, such as raising funding to expand and create programs which increase faculty diversity. The UC President delivered a press release stating that 44.1% of new ladder-rank hires were women and 17.1% came from minority groups. These advances are good, but do not eliminate the overall issue of gender and wage disparities. In California, the average salary for women in 2017 was $45,489, while the average for men was $58,225, which supports the claim for a gender pay gap of $12,736.92 between women and men. In comparison to other states, California ranked #1 for the narrowest gender wage gap in 2018. This may be due to the strength of equal pay laws within the state. New York, a state with a similar infrastructure was also ranked highly in third place, whereas states with weak equal pay laws such as Texas ranked lower in twenty-second place. Because women are amongst all high-ranking positions in academia, including Chancellor, Provost, and Dean in the University of California school system, compensation is an important aspect of their experience to explore.

To investigate how women in higher education leadership roles are represented, how they progress in their career, and how they are compensated, three studies were conducted by the authors. Each study had its own unique hypothesis.

Study 1- Gender Representation in UC Higher Educational Leadership: Is there a significant difference in representation between men and women in higher education leadership roles? It was hypothesized that a significant difference in representation between men and women in higher education leadership roles would occur.

Study 2- Gender Differences in UC Higher Educational Leadership Compensation: Are women leaders at UC institutions compensated the same as their male colleagues in a comparable position? It was hypothesized that women leaders at the University of California (UC) institutions were compensated less than their male colleagues in the same position.

Study 3- Gender Differences in Early Career and Non-early Career Professionals: Is there a significant difference in the proportion of early-career professionals versus non-early career professionals between men and women in higher educational leadership? It was hypothesized that women who recently began their career hold a majority of higher education leadership positions when compared to men in early-career professions.

METHODS AND PROCEDURES
The study utilized an ex-post facto design where publicly available data were analyzed to identify gender differences in representation, compensation, and career trajectories of leaders in the UC system. The method for the study applied the UC Annual Payroll Compensation public database to collect and analyze data from a sample size of 424 chancellors, vice chancellors, provosts, associate, assistant and divisional deans. Participants were from ten public four-year institutions within the UC system. These positions were selected from organizational charts found on the University of California Office of the President website which is maintained by the President’s Executive Office. The website offered a link to each school’s organizational chart. The authors included the positions mentioned above as they were found in all ten universities and listed based on role importance and size. The role of the president was omitted because one woman fulfills this role, therefore making dichotomous gender comparisons impossible. After gathering data from the public database, the data were split among the researchers, who looked for missing variable information in online school biography statements. Data was compiled, coded, and analyzed using SPSS. Each study had no significant missing data, however, the total sample sizes of all three studies vary slightly.
Gender Representation in UC Higher Educational Leadership
A quantitative study with one dichotomous variable, gender, and one nominal variable with ten levels (chancellors, executive vice chancellor and provost, vice chancellor, assistant vice chancellor, college provost, vice provost, dean, associate dean, assistant dean, Senior VP and Senior VC) was done.

Gender Differences in UC Higher Educational Leadership Compensation
A 2x7 design was used in this quantitative study. The two independent variables examined were gender (men and women) and leadership position (chancellor, vice chancellor, divisional dean, vice provost, associate dean, assistance vice chancellor, and assistant dean). One hundred and eighty-two women respondents (M = $232,692.82, SD = $124,271.48) and 233 men respondents (M = $277,656, SD = $154,805.87) comprised the sample. Please see Figure 1 for a graph of the average salaries by gender in higher educational leadership positions within the UC system.

![Figure 1. The graph above depicts average salaries by gender in higher education leadership: UC System](image)

Gender Differences in Early Career and Non-early Career Professionals
This study followed a quantitative design with two dichotomous variables: gender and years since terminal degree. Terminal degree year determined whether a participant was an early career or non-early career professional. The year 2007 was set as the cut-off for consideration as an early career professional, requiring professionals in the sample to have 10 years or less since their terminal degree. Participants who received their terminal degree before 2007 were considered non-early career professionals. A total of 330 participants were used in this study. There were 194 men and 136 women in this study, where 307 were non-early career professionals and 23 were early career professionals. See Figure 2 for additional demographic details.

![Figure 2. Pie chart of women and men participants](image)
RESULTS

Gender Representation in UC Higher Educational Leadership
To summarize the data, a frequency analysis was performed. This resulted in 181 women and 233 men for a total of 414 participants. For the frequency of how many men and women were in each corresponding leadership position, refer to Figure 3. A chi-squared analysis was performed to examine the relationship between gender and leadership position. Analyses revealed there was a statistically significant difference between the representation of men and women in higher education leadership roles, chi-squared (9, N=414, p=.002) suggesting that men are frequently more represented in these positions than women are. A phi coefficient was calculated to assess the strength of this relationship: phi=.253. This corresponds to a medium-size effect. The analyses resulted in rejecting the null hypothesis.

Gender Differences in UC Higher Educational Leadership Compensation
A two-way ANOVA was used to compare mean salaries of men and women in the same position. The simple main effect of gender on salary was statistically significant (F (1, 412) = 6.839, p=.009). The main effect of leadership title on salary was also statistically significant, (F (7, 412) = 14.921, p=.000) and these null hypotheses were rejected. The interaction between the effect of both gender and leadership title on salary was not statistically significant, (F (7, 412) = .91, p=.503), but a partial eta-squared statistic did indicate a small effect size (partial eta-squared=.018). In a power analysis, the interaction had a power less than .80, which suggested that the sample size was too small to detect real differences if they existed.14 According to the data, out of the seven ranks, six of them had mean differences where men earned more. For example, women chancellors (M=$336,774.50, SD=$103,457) made less than chancellors who were men (M=$457,761.00, SD= $177,828.73), while women divisional deans (M=$314,377.04, SD=$155,239.90) on average were compensated $15,279 less than division deans who were men (M= $329,656.92, SD=$126,373.58). Please see Figure 1 for additional gender wage disparities.

Gender Differences in Early Career and Non-Early Career Professionals
A chi-square analysis was used to see if there was a significant relationship in the frequencies within gender and early versus non-early career professionals. There was a significant relationship between early career professionals and non-early career professionals, chi squared (1, N = 330) = 272.7, p = .000, phi = 0.90, therefore rejecting the null hypothesis, with a large effect size. There was also a significant relationship within gender, chi squared (1, N = 415) = 6.27, p = .012, therefore rejecting the null hypothesis, with a small effect size. However, there was not a significant difference in frequency when these two variables were combined, chi squared (2, N = 330) = 2.39, p = .122, phi = .085, showing a small effect size. This suggests that while there are significant differences in the frequency of gender and career level, there is not one for men and women at the non-early career level nor between men and women at the early career level. There are slightly more women at the early career level and more men at the non-early career level. Although this is non-significant, the percentage of women being hired at the early career level is higher than at the non-early career level. Please see Figure 4 for the frequency of career levels and gender.
DISCUSSION
Together these three studies suggest that gender disparities still exist in the leadership of the UC system. These differences under investigation exist in California, the state that holds the narrowest gender wage gap.11

Gender Representation in UC Higher Educational Leadership
There are a wide variety of factors that contribute to the lack of gender parity within higher educational leadership. For starters, researchers argued that the structure of higher education institutions often reflect gendered values and trends.15 It was also found that many women fail to progress through the academic hierarchy when compared to their male counterparts over time. Analysis of women in higher education leadership roles in Australia demonstrate a higher proportion of women in lower ranks, estimating about only 11% of women in the country being full professors.16 This suggests that women want to be in higher education leadership roles, however they face hurdles when advancing in their careers. Additionally, researchers found that the women they interviewed felt they had to navigate a “masculine context” in which their university leadership operated and therefore adapt to overcome obstacles to excel and fit into leadership positions.7 This means that for women leaders to succeed in university administration, they often have to conform to the masculine norms already in place.

![Figure 4. Distributions of Non-Early and Early Career Professionals by Gender](image)

Along with patriarchal and structural conditions, another common obstacle identified was a lack of women mentors during women’s ascension to higher leadership positions.17 In a study analyzing the gender differences in perceptions of STEM workplace climates, it was found that 18% of the total participants indicated having a mentor, while 58% of those were men and 38% were women.18 Without access to representative mentorship, women in higher education administration are often left to navigate through the academic hierarchy on their own.

Although progress has been made, obstacles still exist for women leaders in university administration today. For example, gender impacts the perception of leadership abilities, professional relationships, and personal relationships in women college presidents.19 The results of this study indicated that 61% of participants felt that their gender contributed to feelings of isolation within the institutional setting and 53% of participants agreed that perceptions of gender affected their ability to influence or “restructure” the institution overall. This shows that issues arise due to gender even for those women who can make it to the top of their field. Additionally, personal obstacles have been found to affect women more than men. A study done by the Department of Political Science at the University of Colorado argued that women in managerial positions have higher levels of work-family conflict that can be associated with health issues, problems with drinking, and high stress levels.20 The results from this four-year study determined that women leaders in managerial positions experienced more work-family conflict and health risks as compared to men in the same positions.

The results from the current study are in alignment with several other research studies on the gender gap in professional leadership roles. Another recent study aimed at finding the reasons behind the gender gap created three models to explain women’s under representation.21 The individual, or meritocracy model, explained that women were the cause for their under representation; that the university’s perspective was that women were not assertive enough or did not possess enough desire for higher positions, causing the gender gap. The second model is the organizational or discrimination model, which detailed that
the educational system and its practices that discriminated against women in higher positions were to blame for the under representation. Lastly, the “women’s place or social model” detailed society’s norms and the socialization patterns of women and men; thus, seeing more men hold higher roles than women.

An additional study identified social constructs as barriers to women in higher education leadership. The author argued that the representation of women at senior academic levels have not yet achieved the same numbers as male colleagues in these positions despite the existence of various equity programs in universities.22 A solution for this issue is that academic women need to challenge these hierarchical relations. This could be done by addressing the societal opposition between work and family, passing the challenge on to the next generation, and exposing gendered career structures.

Gender inequity is a prevalent issue in higher education administration today. Although some progress has been made, much more needs to be achieved to level out the playing field between men and women in university administration leadership. This research can be used to help public and private colleges and institutions develop policies to combat this issue and help address the systemic barriers that exist for women looking to advance in higher education careers.

Gender Differences in UC Higher Educational Leadership Compensation

These findings are consistent with recent research on California’s compensation of women and men across industries. In 2017 there was an average wage gap between employed men and women in California of over $12,000; the results of our study indicate an average disparity of over $50,000 where men are the higher earners, supporting the argument that income is largely dependent on industry and sample size.23 While some argue that pay discrimination between genders is decreasing, it has been found that education as a career field in the public sector allows for greater "bureaucratic regulation" or systematic and formalized criterion for compensation than the private sector.24 This could also be due to a perceived superior level of transparency that public education models as an employer, where private sectors report compensation less often.

Compensation as a tool for a better quality of life can be used to assess the lasting effects of the gender wage gap. According to the National Institute of Retirement Security, women are 80% more likely than men to live in poverty at the age of 65 and three times more likely once they reach 75.25 In careers where women earn less than men, a cycle of saving less while living longer persists. It’s important to see the pattern of wage distribution over the lifespan and between genders because of its effects on wellbeing and ability to reach retirement. Women over the age of thirty report the highest difference in salary from men over thirty, with absence from the workforce due to childbearing and less years of experience as two contributing factors.23 Theoretically, all people should earn more as they advance in their careers, however, there is evidence to support that women’s salaries often stagnate in competitive environments while men’s continue to increase.26,27 The effects of salary on women in higher education leadership reinforce economic and cultural insecurities about money and financial independence.

There are consequences of a gender wage gap that reach beyond the seven administrative positions analyzed in this study. Inequities in compensation between men and women in leadership positions are also shown to have adverse effects on the salaries and experiences of women in lower level teaching positions as well.28 While location and academic discipline were not reviewed in this study, in support of the hypothesis, some factors that influence salary include years of experience and administrative positions. The data indicated that women occupied both the highest, the president, and the least compensated administrative position, assistant dean, in the UC system. As a result, the gender wage gap was identified as a structural element that impacted all leadership levels differently. This public data can be used as a key source for candidates of leadership positions in higher education to participate in salary negotiations and continue to be informed individuals. Similarly in other industries like politics and public service, where women face unfair biases in campaigns and distorted media coverage, scientific approaches to the disparity could lead to changing perceptions of women leaders.29 The implication of this research supports further research into various factors that impact the compensation of women leaders in academia across the country and to women leaders beyond education.

Hiring professionals and candidates for leadership positions could benefit from further development of theories around gender equity in the workplace. One limitation to this study was that there were more men (56%) than women (44%) in the sample size, which contributed to the increased mean representing men’s salaries in the UC system.
Gender Differences in Early Career and Non-Early Career Professionals

The results suggest that more early career professional women were hired than early career professional men, although this difference was not statistically significant. While this study did not test the effectiveness of programs structured to increase faculty equity, there are several possible factors that explain why more women are present among early career professionals than men. One possible factor is the President’s Postdoctoral Fellowship Program which was initiated by the UC president to help women get into tenure-track positions at any of the general UC campuses.

The cornerstone of the President’s Postdoctoral Fellowship Program is the accessibility to mentorship it provides to participants. Having a mentor can give women a push in climbing up the academic ladder since having an individual with power who can vouch for a rising academic professional can make a difference. A mentor can direct their mentee to leadership development opportunities and other professionals in the field. Studies show that women leaders are viewed as more authentic by women peers. This suggests that in some cases a woman having a mentor of the same sex can be more beneficial than having a mentor of the opposite sex. As part of the President’s Postdoctoral Fellowship Program, UC President Janet Napolitano gave five million dollars to continue a salary hiring incentive and to begin an incentive to hire current and former UC President’s and Chancellor’s postdoctoral fellows. The office of the UC President released statements on the program stating that sixteen out of fifty-eight fellows have been hired in the same campus in which they were fellows. This initiative shows that programs can help reach faculty gender-equity, by giving women academic professionals somewhere to start.

Leadership development programs in partnership with women’s centers can help women build a professional network and self-confidence. Participants stated that the program gave them a space to develop their identities as professionals and normalize concerns about the workforce. Programs directed toward developing leadership skills in women are essential because they provide a shared space to talk about the experience’s women face as potential academic professionals.

CONCLUSIONS

Limitations of this study include missing information concerning age, ethnicity, and academic discipline that were examined. It is essential to acknowledge that despite the progress that has been made in addressing the gender gap that exists in the workplace, there are still many fields in which men disproportionately outnumber women. This study only considers whether individuals are a non-early career or early career, versus looking at their entire progression up the administrative ladder, due to the data being from a single year. Future studies should follow professionals throughout their academic career to clarify the difference, if any, of the patterns of advancement and the amount of time it takes to advance between the genders.

The study also used the year in which individuals attained their terminal degree rather than the year they were hired. Future studies should address this limitation and look at gender disparity in hires among different departments. Additionally, the hiring practices different departments within the UC System use should also be taken into consideration.

The purpose for this study was to gain a better understanding of gender representation, compensation, and career progression in higher education leadership positions within 10 schools in the UC system. This study contributed to the existing research on women in higher educational leadership and provided an understanding of the gender gap within one of the largest higher education systems in the state of California. Logical extensions of this research could include investigating other higher education systems in other states; particularly in states with wider gender wage gaps than California. Results from this study suggest that gender inequity in higher education leadership is still a pervasive issue.
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PRESS SUMMARY

This research investigates the representation, career progression, and compensation disparities of women in higher education leadership when compared to men. Significant differences in gender equity among deans, chancellors, and provosts in the University of California system were found in this analysis. With more men represented at several levels of educational leadership, a gender wage gap also revealed that men earned more money than women in the same administrative position. When comparing early-career women to non-early career, the percentage of women being hired at the early-career level is higher than later in their careers. This study contributes to the existing research on women in higher education leadership and provides an understanding of the gender gap within one of the largest higher education systems in the state of California.
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ABSTRACT
This study quantifies the anisotropic behavior of ultrasonic wave transmission for materials printed with three different 3D printers. As 3D printed materials become more prevalent in manufactured products, fully characterizing the physical properties of these materials become more important. This paper examines the longitudinal velocity of sound and acoustic impedance in two directions: orthogonal and parallel to the printed layers. Each of the 3D printed materials displayed slightly different transmission results. For PMMA like samples printed on a SLA printer waves travelled more quickly in the orthogonal direction than the parallel direction. For samples printed on an industrial FDM printer using ABS the opposite was true: the parallel direction was faster than the orthogonal. For samples printed on an entry level FDM printer with PLA there was no consistent pattern, instead there was a tight clustering of ultrasonic velocity in the parallel direction but substantial variation in the orthogonal direction. Overall the variation between the orthogonal and parallel directions was found to be less than 2% in all cases.
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INTRODUCTION
In recent years 3D printing has fundamentally changed the ways that parts are manufactured. Gone are the days when 3D printing was only used for prototyping. From dental implants[1] to aircraft components,[2] 3D printed parts are now being used in a wide range of permanent applications. With this shift towards permanent usage, understanding the material properties of 3D printed parts has become more important than ever. Previous studies have reported on properties like tensile strength and young’s modulus.[3][4][5][6][7][8][9][10] To date, however, we are unaware of any studies on the manner in which 3D printed materials transmit ultrasonic waves.

3D printing refers to a collection of additive manufacturing techniques where material is joined in a variety of layer by layer approaches. The desired part is created using Computer Aided Design (CAD) software and then converted to a series of thin layers by the 3D printing software. Perhaps the most common type of 3D printing technology is fused deposition modeling (FDM). FDM printers operate by rapidly extruding a heated polymer filament into the desired layer geometry.[12] The printers typically achieve this by incorporating a nozzle mounted to an X-Y stage. This nozzle moves across a build platform, extruding the filament in thin layers at the desired locations. A Z-stage, either mounted to the nozzle or to the build platform, then moves fractions of millimeters to enable the deposition of material at the next layer. Recently stereolithography (SLA) based printers, which traditionally were much more expensive than FDM printers, have become more affordable and can be found in university makerspaces. SLA, in contrast to FDM, operates by using a laser to selectively cure liquid polymer precursors.[19] Material is still deposited in a layer by layer approach, but due the challenges of accurately moving the focal plane of the laser, the work piece itself is typically repositioned using a Z-stage between layers. There are dozens of other technologies for 3D printing, including direct metal laser sintering, selective laser sintering, and selective laser melting.[22] In this study we report the ultrasonic properties of materials printed using an entry level FDM printer (Ultimaker 2®), an industrial FDM (Stratasys uPrint SE®), and an entry level SLA (Formlabs Form2®). These printers were chosen because they provided a range of material types and were local to the University of San Diego, where this research took place.
Ultrasonic waves have proven to be a powerful and non-invasive method for a wide range of sensing applications including pregnancy screening, proximity sensors, and crack detection. One of the unique features of many 3D printed materials, due to their layer by layer fabrication, is their mechanical anisotropic behavior. Due to the individual layer stacking the properties are variable depending upon the direction that specimens are tested. This happens because of environmental conditions present while cooling, and is inherent to the 3D printing process. We hypothesized, and confirmed in this study, that this anisotropy can have an effect on the way in which ultrasonic waves are transmitted through 3D printed materials.

Ultrasonic waves are sound waves above 20 kHz – the ultra-prefix refers to the fact that waves at these frequencies are above the limit of human hearing. While the mathematical models for ultrasonic waves are quite complex, the fundamental concept is relatively straightforward: when a propagating wave encounters a discontinuity, such as a fetal tissue surrounded by fluid in the womb, reflections are generated that can be measured by an ultrasonic sensor. These waves, like all sound waves, propagate through solids, liquids, and gases. The mechanism of this propagation is through molecular collisions – hence these waves travel considerably more quickly through solids than through air. When there are no molecules to transmit these vibrations, such as in the vacuum of outer space, there is no sound.

By carefully generating, measuring, and modeling the way these waves move through materials a huge range of technologies has been enabled. Within engineering one of the most common applications for ultrasonics is known as ultrasonic nondestructive evaluation. By measuring the velocity and attenuation of ultrasonic waves it is possible to determine a great deal of information about an unknown specimen, including geometry (including hidden cracks), elastic modulus, or density. This testing technique has been used for decades across a wide range of industries. For example, ultrasonics provides a way to check for hidden defects in composite materials for aerospace applications as well as structural health monitoring for large concrete structures in civil applications. Ultrasonic information can be collected in two ways: either using two transducers – one to create the signal and one to receive it - or a single transducer that serves both functions.

In this study we focus on measuring the properties of longitudinal ultrasonic waves, where molecular motion is parallel to the direction of wave travel, as this type of wave is commonly found in engineering applications. This is the ultrasonic velocity that is used in applications such as ultrasonic distance measurements and flaw detection. Longitudinal ultrasonic wave transmission through a material is typically reported as either the velocity of sound \( v \) or the acoustic impedance \( Z = \rho v \), where \( \rho \) is density. In this paper we report both values and comment on the differences found between the 3D printed materials.

**MATERIALS AND METHODS**

For this study we characterize the material properties for samples printed using three different 3D printers. In this section we describe the sample manufacturing process, how we collected and processed our data, and the statistical approach we took to analyzing our results. These printers were selected primarily due to their availability on our campus, but cover a varied range of possible 3D printing approaches. All printers were configured and calibrated as per manufacturer specifications. As a test specimen we chose to print a 25.4 mm (1 inch) solid cube with a small locating feature on one corner to identify the print orientation. This size was selected primarily as it was the smallest specimen with enough surface to mount our ultrasonic transducers. We printed four copies of each part on each 3D printer for a total of 12 samples. Each sample was then measured in two directions for a total of 24 measurements.

*Test part manufacturing*

We manufactured parts in three ways: polylactic acid (PLA) printed with an Ultimaker 2, acrylonitrile butadiene styrene (ABS) printed with a Stratasys uPrint, and “clear resin” - similar to poly(methyl methacrylate) (PMMA) - printed with the Form 2 (Figure 1). The first printer, the uPrint Stratasys SE, is an industrial fused deposition modeling (FDM) 3D printer. Our model includes a temperature controlled build volume and is capable of printing both ABS filament and a dissolvable support material. We printed parts using a layer height of 100 \( \mu \)m and 100% fill density. (The user is not able to set the extrusion or build volume temperatures for this printer, they are proprietary to the manufacturer.) The second printer in this study, the Ultimaker 2, is an entry level FDM 3D printer. We elected to use a polylactic acid (PLA) filament and printed our part using the standard settings in our makerspace: 268 °C nozzle temperature, 60 °C bed temperature, a layer height of 100 \( \mu \)m, nozzle diameter of 0.6 mm. The only non-standard setting used was a fill density of 100%. The final printer in this study, the Form2, is a stereolithographic (SLA) 3D printer that uses proprietary UV curing resins. We used the “clear resin”, similar to PMMA, for our material and selected a layer height of 50 \( \mu \)m. For all printers we chose to print directly on the build platform whenever possible to eliminate the need for support materials that would later need to be removed.
Figure 1. (A) The four types of samples, with the ultrasonic transducers installed, tested in this study. From left to right Acrylic (control), Form 2 Clear Resin, uPrint ABS, and Ultimaker PLA. Coordinate systems indicate wave travel directions parallel or orthogonal to the printed layers, and were drawn on the cubes after printing. (B) The convention used in this study to define the orthogonal and parallel directions of wave travel. The grey lines indicate the 3D printed layers of the sample. When waves travel parallel to the layers they move along the path of a printed layer. When waves travel orthogonally they move through multiple layers.

Test setup and data collection

We measured the ultrasonic properties of our test samples using a “pitch and catch” configuration with two ultrasonic transducers, (Figure 2). Transducer pairs were installed to measure the ultrasonic properties in two directions – parallel to and orthogonal to the printed layers, (Figure 1). We hypothesized the anisotropic nature of 3D printed parts would lead to variations in ultrasonic velocities.

Figure 2. The test setup used in this study. The PCB in the foreground is the Texas Instruments development board we used to generate the 1 MHz ultrasonic pulses, it is connected to the “pitch transducer”. The “catch” transducer is connected directly to the oscilloscope which we used to both visualize the signals and store the data. Note that the block shows 4 sensors installed – pitch and catch transducers for both orthogonal and parallel directions.

We selected a 1 MHz Ultrasonic transducer (Steminc® SMD10T2R111) as it is commonly used in engineering applications, including automotive and medical markets. One important note: frequency selection for ultrasonic transducers is highly
application dependent. In general, higher frequency waves offer higher spatial resolution, but the signal attenuates more quickly. The 1 MHz wave we selected offers a resolution on distance measurements of approximately ±1 mm. For liquids and solids transducers that produce waves in the MHz range are practical, for transmission through air excitations in the kHz range are preferred.  

Following manufacturer recommendations, we cleaned the surfaces of the cubes and then lightly sanded them with 400 grit sandpaper to improve transducer adhesion. We then applied Bob Smith Industries Insta-flex glue™ to the transducers, activated with Bob Smith Industries activator, and pressed them into the center of the cube face. After holding the sensor in place for 60 seconds, we removed the pressure and applied glue around the edges of the transducers to ensure maximum adherence to the block surface.

We used a Texas Instruments TDC-1000 C2000EVM development board to generate the 1 MHz ultrasonic pulse input signal. After some initial testing with one, five, and seven excitation pulses, we settled on a five pulse configuration for our data collection as it provided the optimal balance between signal and noise. We recorded data from both transducers using an InfiniVision® MSO-X 2024A oscilloscope. We started by setting the sampling frequency to 2 Gsa/s, we then adjusted the settings for each signal to capture as much of the waveform as possible without clipping the data.

**Signal processing**

The ultrasonic transducer data were processed using MATLAB®. The raw signals were smoothed using a moving average filter. After some experimentation we concluded 100 data points (0.2 µs) was sufficient to remove the noise in the data without substantially reducing the magnitudes of the peaks. We also removed the DC bias in the signal. We used data taken from acrylic blocks, with known ultrasonic properties, to calibrate our system. Acrylic blocks were chosen as a control because they cast blocks lacked the layered properties of the other samples. This property meant the time of flight was similar in any direction through the block for our control, allowing us to find a good detection threshold. We found that a threshold of 25% of the magnitude of the first peak in the received signal correlated with the expected time of flight for an ultrasonic wave through acrylic. We opted to normalize each data set to the magnitude of this first peak, rather than a common voltage threshold, as the material properties for each block resulted in substantially different signal amplitudes. We used this 25% threshold to compute ultrasonic times of flight times for all of the blocks we tested. (Figure 3 in results shows an example of this threshold and signal.) We then calculated an ultrasonic velocity by dividing the width of the block by the ultrasonic time of flight.

**Statistical analysis**

As with any material characterization study, it is critical to consider the statistical power of the study. Not enough data and your conclusions are meaningless – too much and you have wasted time and resources. In this case we found that a small sample size (N=4) was sufficient to discern the relevant behavior at each of our measurement conditions. We used a standard single factor analysis of variance (ANOVA) to demonstrate the differences we observed between the three types of printed blocks were statistically meaningful. Within each sample group, we used a paired t-test to compare the parallel and orthogonal velocities for each sample. We selected a paired t-test as our data points were coupled – each block had both an orthogonal and parallel velocity. Using this approach we discovered statistically meaningful conclusions about the differences (or lack thereof) in velocity between the parallel and orthogonal directions.

**RESULTS AND DISCUSSION**

For each of the three printers we tested the ultrasonic properties of four test specimens. Properties were measured in two directions for each specimen: parallel and orthogonal to the printed layers. An example of the data from a specimen printed with the Form 2 is shown in Figure 3, note that this figure shows the post-processed data. The top panel shows the excitation signal. The five pulse ultrasonic excitation can be seen clearly between 0 and 5 µs, the remaining signal shows a typical ultrasonic transducer ring down. The lower panel shows the received signal (solid) and the threshold for computing time of flight (dashed). As discussed in the methods section, we established a threshold for computing time of flight at 25% of the magnitude of the first peak in the received signal.
The results for the ultrasonic velocities for the twelve specimens are shown in Figure 4 and summarized in Table 1. Each subplot of Figure 4 shows the data collected for all of the specimens from a particular type of 3D printer.

![Excitation Signal](image1.png)
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**Figure 3.** A representative example of the pitch and catch ultrasonic signals collected for this study. Data shown were collected from a Form 2 block in the parallel direction.

**Figure 4.** Ultrasonic velocities in the parallel and orthogonal directions for each of the 3D Printers examined in this study. Within each subplot the four samples tested are represented by a unique character (diamond, star, square, or circle).

<table>
<thead>
<tr>
<th>3D Printed Material</th>
<th>Density g/cm³</th>
<th>Travel Direction Relative to Layers</th>
<th>Longitudinal Velocity of Sound (υ) mm / µs</th>
<th>Acoustic Impedance Z = ρυ 10⁶ kg / m²s</th>
<th>Deviation Relative to Parallel %</th>
<th>Standard Material Velocity mm / µs</th>
</tr>
</thead>
<tbody>
<tr>
<td>uPrint – ABS</td>
<td>0.97</td>
<td>Parallel</td>
<td>1.70</td>
<td>1.65</td>
<td>-1.8%</td>
<td>2.25</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Orthogonal</td>
<td>1.67</td>
<td>1.62</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ultimaker – PLA</td>
<td>1.19</td>
<td>Parallel</td>
<td>2.20*</td>
<td>2.62*</td>
<td>n/a*</td>
<td>2.22</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Orthogonal</td>
<td>2.18*</td>
<td>2.59*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Form2 – Clear Resin</td>
<td>1.14</td>
<td>Parallel</td>
<td>2.58</td>
<td>2.94</td>
<td>2.0%</td>
<td>2.75</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Orthogonal</td>
<td>2.63</td>
<td>3.00</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* We found no statistical difference between these values

Table 1. Density, Velocity of Sound, and Acoustic Impedance for the samples tested as a part of this work. Reference values are provided for the speed of sound in standard (non 3D printed) materials.22-23

Within each subplot a unique marker is used to represent each specimen. This is most cleanly seen in the parallel direction for the uPrint (left most panel) where the velocities are spread out amongst each of the four samples that were tested. In the orthogonal
direction, however, these four data points are collapsed on each other. For each specimen we collected a single measurement, represented by the single point on the plot. (During the validation phase of this study we collected multiple measurements for several specimens and found them to be identical. We therefore concluded a single measurement to be sufficient for the full data set.) We computed a one-way analysis of variance (ANOVA) on the time of flight data between the different types of 3D printers and found the differences between each material in our testing to be statistically different (F=550, p=0). This came as no surprise as each of these printers used a different material. For reference we have included the velocity of ABS, PLA, and PMMA manufactured using traditional means. The Ultimaker and Form 2 specimens have ultrasonic speeds similar to those of standard materials, while the ABS printed on the uPrint is substantially lower than the “traditional” stock material.

Within each sample type we computed a paired t-test to determine if the differences between ultrasonic velocities for the two directions (orthogonal and parallel) were statistically meaningful. Both the uPrint (t=-9.155, p=0.003) and Form 2 (t=4.935, p=0.016) showed statistical differences as the ultrasonic velocities were quite repeatable. For the Ultimaker, however, there was no quantifiable difference between the two directions as there was wider variations in the velocity between the samples (t=-0.836, p=0.464). Using the density and longitudinal velocity for ultrasonic waves we calculated an acoustic impedance. These values are shown in Table 1.

Interestingly there is a lack of clear trends between the three printers. Coming into the study we hypothesized that ultrasonic waves traveling orthogonal to the print direction would be slightly slower than those waves traveling parallel to the printed layers. We speculated that when traveling parallel to the printed layers, the layers would act as wave guides resulting in higher longitudinal velocities of the ultrasonic waves. While we observed this trend for parts created with the uPrint, the opposite was true for the parts created with the Form 2. An unexpected result was the tight clustering of velocities for a particular direction in the uPrint (orthogonal) and Ultimaker (parallel). This lack of consistent behavior suggests that some other property of these printers changes the transmission of ultrasonic waves. One theory for this could be that the bonds between the layers could be harder than the plastic substrate, making the orthogonal permeability less than the parallel direction. This suggests that for each of these printers the manufacturing process is more consistent with respect to a particular direction. In contrast the Form2 showed similar variations between the data points for a given travel direction.

The major outlier in this group is the Ultimaker. It shows a tight grouping of ultrasonic velocities in the parallel direction, but the samples do not reveal a consistent pattern for the orthogonal direction. Sometimes the orthogonal direction is faster than the parallel, sometimes it is slower. This suggests that something about the layer by layer fabrication process is not always repeatable. This tracks with our broader experience with this printer – of the three printers we find our prints fail the most often on the Ultimaker, producing non-uniform blocks, not finishing prints, or layers separating on removal. More broadly speaking, our results confirm that the anisotropic nature of 3D printed materials does have an impact on ultrasonic velocities. An important note here: 3D printed parts are often printed with lower fill densities (20% - 80%) to speed up printing time and reduce the amount of material needed. For ultrasonic applications we do not recommended this approach: it creates air gaps inside of parts that cause unwanted reflections and substantially attenuate signals. We did test some parts with incomplete infill and found that we could not collect reliable data due to this increased scattering. For applications where ultrasonics will be employed with 3D printing we strongly recommend using 100% infill.

CONCLUSIONS

3D printing is an incredibly powerful technology that has fundamentally shifted the way we think about manufacturing. As 3D printed parts move from prototyping to production, designers must consider the unique material properties of parts made using this approach. While the anisotropic behavior of these materials has been well documented, this study is the first to examine this anisotropy in the realm of ultrasonics. While we have shown clear, repeatable differences in ultrasonic velocities, the variations are relatively small (< 2%). For some applications these variations will be irrelevant, for others, such as the project that motivated this study, a well-developed understanding of ultrasonic behavior in 3D printed parts is critical.

This study is just a first step in investigating the ultrasonic properties of 3D printed materials. There is more work to be done to investigate the specific mechanisms that cause these variations. Future studies would benefit from correlating this ultrasonic data with measurements of Young’s modulus and fracture strain using an Instron machine. Similarly, sectioned SEM imaging of specimens in the parallel and orthogonal directions might provide insight into the causes of these variations. It is also possible that there are variations between the two parallel directions of the specimens. (Some 3D printers have been known to create parts that show anisotropic behavior in three directions rather than just two.) Future researchers could also investigate other 3D printing
methods or examine the impact of varying specific printing parameters, such as layer height or extrusion temperature, within a particular printer. As designers continue to use 3D printers in innovative ways, we hope the research presented here lays a foundation that will serve them well.
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**PRESS SUMMARY**
This study describes the non-uniform behavior of ultrasonic wave transmission for materials printed with three different 3D printers. The ultrasonic velocity of samples was measured in two directions: orthogonal to and parallel to the printed layers. Each of the 3D printed materials displayed unique behavior. Overall the variation between the two directions was found to be less than 2% in all cases, however these variations could be important in sensitive engineering applications. This fundamental materials research will be useful to engineers designing 3D printed parts for use with ultrasonic waves.
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ABSTRACT
Social media have made it easier to create mass political action. Prominent examples include the Arab Spring movements, which took place in regions where information was previously tightly controlled by authoritarian regimes. Fearing radical change, several regimes have repressed social media use, but not all authoritarian regimes have taken the same measures. Previous research suggests that regime leadership is motivated to ensure its own survival but also influenced by a strong independent media and the need for citizens to vent grievances. To understand the relationship of these factors to social media repression, this research conducts a comparative process-tracing case study of Iran, Turkey, and Venezuela from 2004 to 2017, using a hypothesis-testing approach. It concludes with discussion of the findings for the nature of regime response to the role of social media in protest.
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INTRODUCTION
In April 2018, the Sri Lankan government confronted mob violence targeting the Muslim minority in the nation. The primary response by the government was to completely shut down Facebook, claiming that it had amplified hate speech that incited the attacks. Officials ordered internet service providers in the region to stop allowing Sri Lankan users to send or receive any messages from the platform.1 The same tactic of shutting down social media had been used before this. About a year prior, the Jammu and Kashmir government blocked access to several social media sites, much like the Iranian government had done in 2008, because the platforms were being used to advance anti-government propaganda.2 When countries do not want particular messages being seen, they ban particular users from social media or rely on the social media platform to censor for them. Similar to Turkish restriction of particular users’ access in early 2014, Myanmar has blocked Arshin Wirathu, a Buddhist monk who preached intolerance of the refugee Rohingya population.3 Each of these countries has recognized social media’s power to influence the information that people receive, along with the people’s willingness to believe and act on the information. Social media, due to their ability to easily reach a vast number of people, have a special power to persuade that other forms of public discourse do not have.

Many cases of persuasion through social media involve the spread of untrue information. In Cambodia, several untrue claims about opposition party leader Kem Monovithya went viral on Facebook in 2017. Published dishonestly by those aligned with Prime Minister Hun Sen, the untrue allegations influenced public opinion to the point that opposition leaders were arrested and given sentences—all simply because of a few social media posts.4 Further, in the 2016 United States presidential election, Russian firms interested in stirring discord used social media to accomplish their goal. In the two years leading up to the election, these groups spread false information by garnering American followers and spreading digital ads. Through their spread of misinformation, they were able to organize rallies and events—from thousands of miles away via social media.5 The prospect of untrue messages on social media gives rise to a government’s inclination to combat what it considers false, as in Iran, Turkey, Venezuela, and numerous other nations.

The use of social media has become a common factor in the spreading of information regardless of truth and regardless of government sanctioning of the information. In some cases, it leads to political action, both peaceful and violent. Several states have made decisions on banning social media platforms at least temporarily following one of these uprisings, but others have made no such decision despite the involvement of social media in harmful activities for the state. This research seeks to identify the factors that cause a state to censor social media, including the type of message, strength of the mainstream media, and wealth of citizens. It also seeks to identify the motivating causes behind particular cases of censorship in Iran, Turkey, and Venezuela. To
understand the relationship of these factors to social media repression, previous research is used to generate three hypotheses, which are then tested using cases from Iran, Turkey, and Venezuela from 2004-2017.

**PROTEST AND SOCIAL MEDIA**

*The Power of Social Media*

The dispersion of information that sparks political change has quite obviously existed well before the advent of social media. Lohmann discusses one notable example of the power of information—a series of political protests in Eastern Germany beginning in 1989 and ending in 1991. In protests that occurred every consecutive Monday for thirteen weeks, “demonstrators expressed their demands for political liberalization, open borders, and, toward the end of the cycle, German unification.” Lohmann attributes the speed with which the several protests grew to the concept of informational cascading—in simple terms, a process which involves a critically affected population passing information at high rates. In the case of political action, a more ideologically extreme portion of the population triggers the dispersion of negative assessment of the state, and as more moderate parts of the population slowly continue to spread the information, the government loses support from the public. Initially, members of society develop assessments of the nature of the state based on a private interaction with their government. Because each experience is different, these private assessments can either be positive or negative. It is likely that those with negative views will want political change, but “an individual receiver cannot unilaterally decide to overthrow the status quo regime; this is the collective decision of a large number of people.” Through protest, those without the negative assessment are made aware of the views of those with the negative assessment and can then choose whether or not to adopt the views. Once the protests reach a certain threshold of support, they have enough power to overthrow the government. In the case of Eastern Germany at the time, there was no free press or other means of information dispersion. The onset of the demonstrations led to swift change because it spread information about negative experiences quicker than other media.ё

It took a special set of circumstances to circumvent traditional mass communication channels in the Eastern Germany demonstrations. The advent of social media has made mass political mobilization much less difficult. The most prominent example is the Arab Spring—a series of protests that began in Tunisia and quickly spread to several nations in the Middle East. The wave of mass action was unprecedented for a region dominated by authoritarian regimes. The correct mix of factors was once again necessary for mass political action, and Bellin identified emotional triggers, impunity of state officials, and social media as the essential backdrop to the Arab Spring. Of these three, social media presence was the only factor that explained why these protests could not have occurred a decade prior to when they did. In several of these nations, the citizens’ ability to do what Eastern Germans did two decades before them was hampered in the past by an “authoritarian bargain”: They exchanged political quiescence for stability as well as for economic growth. But even those citizens who rejected the authoritarian bargain found their capacity to organize politically blocked. The Tunisian and Egyptian regimes did everything in their power to suppress opposition and atomize society. Political activists were arrested and brutalized. Public gatherings were controlled, if not forbidden. Speech was censored and publications (especially in Tunisia) were often shut down.

Social media not only made up for the repressed communication channels but also proved to be more powerful than the alternate methods of uprising. Social media avoided authoritarian control through its “anonymity and spontaneity” and allowed for “coordinating and synchronizing thousands of people, making mass gatherings possible even in the absence of formal organizational infrastructure.” This is the power of social media. Social media make it much more difficult for dictators to atomize society. Any regime that exercises control over other types of media would quite understandably be frightened by the prospect of immense power in the hands of the people granted by social media.

**Government Censorship Decisions**

Just as information dispersal had existed prior to social media, states had adopted techniques to control information that are now being applied to social media. Through a mathematical model, Edmond explains that if a regime’s most important concern is survival, then its preferred state is to have a strong state-controlled centralized source of information. The state can then easily establish economies of scale to block or control all other sources of information. With more decentralized sources of information as is the case with social media, there is likely to be a larger number of information signals to each individual in the population, making establishing economies of scale much more difficult for the regime, which is unfavorable to its survival.

If a state’s interest is in controlling information, it is important for the state to acknowledge the scope of its power. Shadmehr and Bernhardt consider the regime’s decisions under a model in which a strong independent media already exists, where it is not possible to completely control (as is the case with social media). They once again assert that censorship is beneficial to cementing power over the people, but that if it is overdone, it may be counterproductive. In these cases where no precedent exists for a completely state controlled media, rulers will censor existing media to the point that some negative stories may be released while still censoring the most negative stories. The rulers do this to maintain believability of the news: both the rulers and citizens realize that no government is perfect, and thus a media that only reports positive stories is not credible. Rulers recognize that
The power of social media to encourage political action is of primary interest to this study. Political action that expresses negative assessment of an authoritarian government puts regime survival at risk. Repressive reactions (i.e. censorship) to that risk under different circumstances are the subject of this study. While recent research has been theoretical or focused on single countries as case studies, empirical cross-national research remains necessary to advancing knowledge on regime response to social media use.

The regimes of interest to this study must be selective in determination of what to censor and not censor. In many strong democratic governments, there will be no repressive reaction by the regime to social media posts encouraging action because the government has strongly held values of press and speech freedom. For this reason, any nation with an average Polity score\(^A\) of 8 or higher over the timeframe of this study has been excluded from the study and its implications. Some governments, such as the North Korean regime, repress all media indiscriminately, and are therefore also excluded from the study. For all other autocratic states, theoretical research suggests that avoiding mass political action is the primary reason that authoritarian regimes repress social media, and this study tests that idea cross-nationally. This study tests the Mass Political Action Hypothesis:

**Mass Political Action Hypothesis:** When social media use encourages mass political action, authoritarian regimes respond with censorship.

Existing research suggests refinements to this hypothesis based on other factors, which form the foundation for the remaining hypotheses. The example of Chinese Twitter use shows how when mass action is encouraged, but extremely unlikely to come into fruition, the regime will not repress the media.\(^B\) By extension, there may be cases in which mass action is encouraged by social media users but the general public either lacks access to the posts or is not receptive to the messages they see. In these cases, the

\(^A\) Polity scores are a measure of the democratization of a nation, typically ranging from 0 to 10.
regime’s primary concern is to prevent the pressure-cooker phenomenon, in which extreme negative sentiment builds up because citizens cannot express frustrations.10 The primary concern shifts only because mass political action is encouraged but unlikely to be realized. Regime survival is best achieved by allowing social media to serve as the safety valve by which citizens vent and relieve pressure. Therefore, this research tests the **Unlikely Action Hypothesis**:

*Unlikely Action Hypothesis*: When social media use encourages mass political action that is unlikely to be realized, regimes do not respond with censorship.

An important factor to consider is the amount of information that citizens can already access, prior to social media. In the case of a nation with existing strong independent mainstream media, a decision to censor social media messages will most likely backfire because the mainstream media will report on such censorship. Regimes will allow at least some negative stories to circulate in order to maintain the believability of the news.9 If there are no preexisting strong mainstream media, then it is easier for a regime to censor social media without consequences. Additionally, without strong independent mainstream media, the primary news source a citizen would have about events occurring in a different part of the country would be social media, outside of state media. In a nation that already controls the mainstream broadcast of events, maintaining control over national dialogue would require controlling social media. The **Mainstream Media Hypothesis** follows:

*Mainstream Media Hypothesis*: A regime in a nation with a strong independent mainstream media is less likely to repress social media than a regime in a nation with a weak mainstream media.

**RESEARCH DESIGN AND METHODS**

The cases of Iran, Turkey, and Venezuela are used from the period of 2004, the year when Facebook was launched, to 2017 to test the hypotheses. Consistent with Mill’s method of agreement, this research uses different cases with the similar outcomes of having instances where social media are repressed and instances where it is not repressed. As such, two criteria were considered when choosing cases. First, the cases each have a known presence of protest movements and censorship. Second, the chosen cases are dissimilar in a number of relevant ways: level of democratization, ethnic fractionalization,16 natural resource wealth, types of mainstream media, and GDP per capita. Each of these differences contribute to ensuring that similar censorship patterns are not simply indicative of overwhelming similarity between the cases. Table 1 summarizes the variation, with italicized values indicating lower levels, underlined values indicating median levels, and bold values indicating higher levels. **Table 1** includes the average, as well as the minimum and maximum for the time period where available. A full table of the value for every available year is included in the appendix.

<table>
<thead>
<tr>
<th>Country</th>
<th>AVG Polity Score (Minimum, Maximum)</th>
<th>Ethnic Fractionalization</th>
<th>AVG Natural Resource Wealth (Minimum, Maximum)</th>
<th>Mainstream Media Description</th>
<th>AVG GDP per Capita (Minimum, Maximum)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iran</td>
<td>-6 (-7, -6)</td>
<td>0.669</td>
<td>24.4 (13.5, 33.8)</td>
<td>Only state-run media</td>
<td>5350 (2729, 7833)</td>
</tr>
<tr>
<td>Turkey</td>
<td>5 (-4, 9)</td>
<td>0.229</td>
<td>0.442 (0.28, 0.71)</td>
<td>Several privately owned media sources</td>
<td>10132 (6040, 12542)</td>
</tr>
<tr>
<td>Venezuela</td>
<td>2 (-3, 6)</td>
<td>0.483</td>
<td>17.1 (7.68, 25.4)</td>
<td>A mixture of state-run and private media</td>
<td>10226 (4271, 15692)</td>
</tr>
</tbody>
</table>

**Table 1. Summary of Variation on Independent Variables**

The average polity score was calculated as the average from the Polity IV Project’s data from 2004 to 2017. Polity scores typically run from 0 to 10, but in some cases (like Iran) there are negative values.15 Ethnic fractionalization scores were taken from Fearon and run from 0 to 1, with higher scores indicating more fractionalization.16 Average natural resource wealth is a percentage of the nation’s GDP taken as the average from 2004 to 2017 data from World Bank estimates.17 The description of mainstream media is based on descriptions from *The World Factbook* published by the CIA.18 Average GDP per capita is taken as the average of World Bank and OECD data from 2004 to 2017.19

For the analysis, CountryWatch reports are used to compile a list of all of the major political developments in each country. The list was not comprehensive but aimed to provide a representation of major events that would incite political discussion. These events were divided into Domestic Affairs, Elections, and International Relations. Domestic Affairs include changes in domestic

---

15 Ethnic fractionalization is a measure of the number and prevalence of different ethnic groups in a country.
policy, actions taken by the government within its own borders, and citizen-generated political action. Elections are specifically related to the occurrence of any election, a change in election rules, or a change in political parties. International Relations include any diplomatic or contentious dealings with other nations or international organizations (including terror organizations). Because the background research for this project does not discuss citizen response to international relations, those were excluded from the case study. From there, each domestic and election-related event is investigated to find evidence of social media discussion through the Nexus Uni database. In many cases, no evidence was found, either because it was unavailable (i.e. social media discussion did not happen or was not noteworthy enough to be included in reports) or evasive of key search terms. Those cases were excluded from further analysis. Also systematically discarded from analysis were terror attacks, which were prevalent in Iran and Turkey, because while these may be encouraged by social media, they do not fall under the same citizen-generated political discussion as the other cases. The exception to this, which is noted below, is in the case that discussion of terror attacks dominates discussions surrounding an otherwise domestic affair or election related event. While the remaining cases may not comprehensively cover every occurrence in each region, they still provide an accurate picture of different types of events that could lead to repressive response by the regime. The full list, as well as indications of which cases were excluded, is available in the appendix.

The goal of the analysis is to trace the process by which each regime makes a decision on whether or not to repress social media use. Relevant context surrounding each social media, protest, and/or censorship event is included for the purpose of highlighting factors that the regime may take under consideration in its response. Based on factors that consistently draw regimes in a particular direction, the hypotheses are evaluated.

RESULTS
Each case consists of a general background on the nation’s varying natural resource wealth and GDP per capita. Following that are a summary of the proceedings of the events and discussion of the evidence of social media presence and/or censorship.

IRAN
The government of the Islamic Republic of Iran consists of a Parliament and a President, but also consists of an Ayatollah, or Supreme Leader, and a number of councils that serve as religious and constitutional checks on the government. Iran has a generally high level of ethnic fractionalization, measured at 0.669. Its average natural resource wealth is consistently high, and negotiations over oil production are ongoing international topics. Iranian citizens have extremely limited access to mainstream media, and the government also has attempted to restrict international broadcasts of the news. The range of GDP per capita is generally lower than the other two nations in this analysis. Iran begins as a very autocratic state and becomes slightly more autocratic over the course of this study.

Iran Social Media, Protest, and Censorship Events
Table 2 provides a summary of the timeline, social media events, and government response for Iran. The full description of events follows below.

<table>
<thead>
<tr>
<th>Approximate Time Period</th>
<th>Description of Social Media Use</th>
<th>Government Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>February-June 2004</td>
<td>Calls for boycott of parliamentary elections</td>
<td>No censorship</td>
</tr>
<tr>
<td>June 2005</td>
<td>Calls for boycott of presidential election; Online election polling and discussion</td>
<td>No censorship</td>
</tr>
<tr>
<td>March 2008</td>
<td>Promotion of government reform leading up to parliamentary elections</td>
<td>Selective censorship of particular sites/messages and brief internet blackout</td>
</tr>
<tr>
<td>2009</td>
<td>Organization of mass protests and communication with international organizations in the aftermath of the presidential election</td>
<td>Selective censorship of particular sites/messages</td>
</tr>
<tr>
<td>September 2010</td>
<td>General messages on a pro-government group attacking Karroubi’s home</td>
<td>Continued selective censorship from 2009</td>
</tr>
<tr>
<td>February 2011</td>
<td>Mousavi and Karroubi call for protests in the streets</td>
<td>Continued selective censorship from 2009</td>
</tr>
<tr>
<td>February 2011</td>
<td>Organization of anti-government marches</td>
<td>Continued selective censorship from 2009</td>
</tr>
<tr>
<td>Mid-2011</td>
<td>General messages on the reportedly missing Karroubi</td>
<td>Continued selective censorship from 2009</td>
</tr>
<tr>
<td>February 2012</td>
<td>General messages on parliamentary elections</td>
<td>Continued selective censorship from 2009</td>
</tr>
</tbody>
</table>
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Table 2. Summary of Iran Events over 2004-2017

<table>
<thead>
<tr>
<th>Year</th>
<th>Event Description</th>
<th>Censorship Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>2012</td>
<td>Videos of protests against high prices</td>
<td>No censorship</td>
</tr>
<tr>
<td>May 2013</td>
<td>General messages on presidential elections</td>
<td>Continued selective censorship from 2009</td>
</tr>
<tr>
<td>February 2016</td>
<td>Protests of the disqualification of candidates in parliamentary elections</td>
<td>Continued selective censorship from 2009</td>
</tr>
<tr>
<td>November 2017</td>
<td>Updates on earthquake and criticism of government for wasting resources</td>
<td>No censorship</td>
</tr>
</tbody>
</table>

Over the period of February - June 2004, Iran was finalizing candidates for the parliamentary elections to be held in June. After the Council of Guardians disqualified thousands of reformist candidates from consideration, leading intellectuals and journalists called for a boycott of the election as a form of protest. Because they could not penetrate mainstream media, they used e-mails and mobile phone messages instead. While the government did not censor these messages, it did engage in its own campaign to encourage people to vote through the state-run news media.21

The June 2005 presidential election once again featured calls to boycott in response to the disqualification of several candidates. Around this time, internet interactions were becoming more common, as Iranian citizens had online contact with personal religious leaders.22 The internet was also used more heavily in the election to gauge public interest in candidates through polling, including a poll by the Iranian Students Polling Agency. In general, the government did not repress these opinion polls or the discussions on them, with the exception of polling done by individuals in contact with foreign officials.23

Preceding the March 2008 parliamentary elections, Parliament was reviewing proposals to cut the term of conservative President Mahmoud Ahmadinejad from four years to two-and-a-half years. At the time, Parliament was controlled by the conservative party, so the election of a majority opposition in Parliament was vital to the success of the proposed limits. Several pro-reform websites and chat services existed at the time of this election and were used in political conversation about the elections. Just before the election, the government restricted access to the Yahoo messenger service and Yahoo email sites, as well as SMS text messages found to be “destructive.”24 On Election Day, the Iranian government reportedly shut down Internet access countrywide.25 After the election, Ahmadinejad’s party maintained control of Parliament.

The primary candidates in the 2009 presidential election were former Prime Minister Mir Hossein Mousavi and incumbent Mahmoud Ahmadinejad. Election turnout in June 2009 was so high that polling stations had to extend operations for several hours due to long lines of voters. After polls closed, both Ahmadinejad and Mousavi claimed victory, with no official word on the matter. Soon after, Mousavi’s website was shut off, his mobile messaging cut off, social networking curtailed, and headquarters reportedly raided. Iranian state media then declared Ahmadinejad the winner. What followed was the largest series of protests in Iran since 1979, which were called the “Green Revolution” by supporters of the reformists Mousavi and Mehdi Karroubi. Millions of protestors filled the streets, responding to calls by Mousavi and Karroubi to peacefully demonstrate. At that time, the hashtag “#iranelection” was the most popular in the world and, along with pop star Michael Jackson’s death, inspired Twitter’s “trending” feature. Social media were used by Iranians to communicate to international news outlets, who were not allowed to report in the country. The government quickly took steps to curtail internet use and has held tight control over social media use since 2009. The mode of censorship from 2009 until the latest records have been very similar to Chinese censorship; several websites and social media websites have been blocked entirely but are still illegally accessible to Iranian citizens via Virtual Private Networks (VPNs). The Iranian government is selective in its censorship of the illegal social media posts from citizens but tends to exercise tightest censorship around elections.26-39 Based on this knowledge of general censorship patterns, messages surrounding major events in the ongoing social revolution are included as examples of continued selective censorship in Table 2 above.

In 2012, Iranian citizens had difficulty purchasing staples, such as rice and cooking oil, due to the harsh economic sanctions by the international community in response to disagreements over Iran’s possession of nuclear capabilities. Scarcity resulted in a series of protests by citizens. Videos of protests were recorded and posted on social media, in which protestors are heard chanting “Death to High Prices.”30 No evidence of censorship of these particular messages was found, but existing censorship laws remained in effect.

In November 2017, Iran experienced a 7.3 magnitude earthquake that killed hundreds of people and injured thousands more. Twitter users posted updates as the earthquake was happening and as they witnessed the devastation afterwards.31 Additionally, several users criticized the government for “wasting resources” in other countries, as a reference to Iran’s ongoing aid in Syria.32 No evidence of censorship of these messages was found.
**Summary of Findings from Iran**

Iran’s government allowed unrestricted social media use for only a short time. The 2008 elections marked the first time the government experimented with social media censorship, and repressive measures were taken to full scale following the protests of the 2009 election. In accordance with the Mass Political Action Hypothesis, Iran censored social media use following mass political action, the largest example of which is the protests sparked by the 2009 election and anticipated mass action surrounding other elections. In these cases, the government likely wanted to avoid challenges to the regime that mass protest could have caused. Early lack of censorship may provide weak support for the Unlikely Action Hypothesis because political action was less likely to be realized before social media use became more widespread, but it may also be the case that the regime was also not yet well-versed in censorship methods. Because the internet is generally blocked but still accessible via VPN, social media posts that were not specifically blocked by the government after 2009, such as the 2012 difficulty in purchasing staples and the 2017 earthquake, also provide support for the Unlikely Action Hypothesis. As opposed to posts encouraging protests of the government’s corruption, these messages generally contain weaker calls to action. The identifiable adversaries were the sanctioning nations in the 2012 case and an earthquake in the 2017 case. As a result, the government had less interest in censoring those messages. In accordance with the Mainstream Media Hypothesis, Iran was the only nation to feature a tightly state-controlled mainstream media from the beginning of the time period of the study and began censoring social media relatively sooner than the other nations in the study. This suggests that the lack of available information via strong mainstream media enabled Iran to make information via social media also unavailable.

**Turkey**

Turkey’s government operates on a parliamentary representative system, where a Prime Minister heads the government and a president elected by Parliament heads the state. Turkey’s ethnic fractionalization is measured at 0.229, which is the lowest among the three cases in this study. Its natural resource wealth is consistently much lower than the other two cases at less than one percent of the country’s GDP for the entire time period. Turkish citizens initially had access to “multiple privately owned national television stations and up to 300 private regional and local television stations, multi-channel cable TV subscriptions, [and] more than 1,000 private radio broadcast stations.”

Over the time period of this study, however, the government took measures to limit access to mainstream media. The GDP per capita in Turkey is very much comparable to the average GDP per capita for all nations in the world over the time period. Turkey begins as the most democratized nation in the study but becomes drastically more autocratic over the course of the study; it exhibits the widest range in Polity scores.

**Turkey Social Media, Protest, and Censorship Events**

Table 3 provides a summary of the timeline, social media events, and government response for Turkey. The full description of events follows below.

<table>
<thead>
<tr>
<th>Approximate Time Period</th>
<th>Description of Social Media Use</th>
<th>Government Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>August 2011- April 2012</td>
<td>Criticism of government for restricting journalist access.</td>
<td>No censorship</td>
</tr>
<tr>
<td>June-July 2013</td>
<td>Organization and coverage of mass protests of Gezi Park repurposing.</td>
<td>Brief internet blackouts</td>
</tr>
<tr>
<td>December 2013- March 2014</td>
<td>Spread of tapes of Erdogan alluding to corrupt dealings in conversation.</td>
<td>Selective restriction of particular users</td>
</tr>
<tr>
<td>March 2014</td>
<td>General messages on the release of Basbug.</td>
<td>Continued selective restriction</td>
</tr>
<tr>
<td>August 2014</td>
<td>General messages on presidential election.</td>
<td>Continued selective restriction</td>
</tr>
<tr>
<td>June- November 2015</td>
<td>General messages on parliamentary election and subsequent snap election, including messages on terror attacks and journalist arrests.</td>
<td>No censorship (although general selective restriction continued)</td>
</tr>
<tr>
<td>July 2016</td>
<td>General messages on attempted military coup.</td>
<td>Continued selective restriction, with less enforcement</td>
</tr>
<tr>
<td>April 2017</td>
<td>General messages on the referendum to increase presidential power</td>
<td>Arrests of social media users</td>
</tr>
</tbody>
</table>

Table 3. Summary of Turkey Events over 2004-2007

From the period of August 2011 to April 2012, top military officials were arrested on charges of conspiring against the government. Early in 2012, the former head of Turkish armed forces General Ilker Basbug was arrested and other top officials were removed from their roles. Journalists were also arrested and were restricted access to covering military-related events.
Leaders of news agencies criticized the government on social media for one of these events, the funeral of twelve Turkish soldiers who fought in Afghanistan, where reporters were denied entry to report on the event. Despite the attempted repression of mainstream news, there was no reported repression of social media.

In June and July 2013, protests surged in Gezi Park after the government announced its plans to repurpose the park. Initially, protests were peaceful in nature, but they soon became violent due to clashes with pro-government forces. Social media was key in organizing the protests, with over 20 trending hashtags including “#occupygezi”. Use of Twitter surged from 1.8 million uses per day at the end of May 2013 to 10 million uses per day in June. Photos depicting police violence circulated Facebook and Twitter to encourage more protest. Of those who participated in demonstrations, 69% received their news from social media, while only 7% received news from mainstream media, over which the government had tightened its grip. Prime Minister Recip Tayyip Erdogan made several anti-social media statements. For a short period of time during the protests, Internet access was cut off in Istanbul.

In December 2013, tapes of Prime Minister Erdogan talking to his son, alluding to corrupt dealings, were released. Protests, in which many labeled Erdogan a “thief” and called for him to resign, ensued in the beginning of 2014. Erdogan blamed social media, including Facebook, Twitter, and YouTube, for spreading false information on the subject. Erdogan took steps to regain control over the narrative in the nation, perhaps to keep the scandal from affecting his presidential campaign later that year. In March 2014, Erdogan pushed new legislation through parliament to increase his control over the internet and especially Twitter. Interestingly, while President Abdullah Gul and other members of the government maintained their Twitter accounts, all other social media following mass political action in the Gezi Park demonstrations and anticipated political action in Erdogan’s 2014 presidential campaign intermittently over the course of the time period. In accordance with the Unlikely Action Hypothesis, Turkey censored social media following mass political action in the Gezi Park demonstrations and anticipated political action in Erdogan’s 2014 scandal and the 2017 referendum. Interestingly, there was no specific social media censorship of discussion on the 2014 or 2015 elections, even though general restrictions are in place. Weak support is provided for the Unlikely Action Hypothesis. The only evidence for the Unlikely Action Hypothesis is a small number of social media users who were able to circumvent the restrictions.

In August 2014, Turkey held its first direct presidential elections and Prime Minister Erdogan of the AKP party was elected. On the campaign trail, internet restrictions were still in place from previous events, but many users were able to easily circumvent the obstacles. Erdogan’s AKP party employed its own internet force to spread positive messages about the government on social media for the users that could still access it.

Parliamentary elections were held in June 2015, and the AKP party won a plurality of seats but not a majority. Parliament found itself at an impasse in electing a prime minister until August, when it decided to hold another snap election in November. The second election in November 2015 resulted in AKP earning a majority of seats, and Ahmet Davutoglu was elected prime minister. Much of the national conversation surrounding the second election had to do with a series of attacks by the Kurdistan Worker’s Party (PKK). Turkish security concerns led to an increased trust in the government to handle the violence, which allowed the AKP to win the seats they needed. While Erdogan continued his campaign against media outlets in other respects, no social media censorship was found in connection to messages regarding these elections, possibly because most messages being spread were in favor of the ruling party gaining the majority they needed.

In July 2016, after an attempted coup d’état, President Erdogan cracked down on several thousand soldiers and media outlets. Restrictions on social media from previous events continued, but with less enforcement.

In April 2017, a referendum was held to increase the executive power of the president. The government repressed both mainstream media and social media opposition to the measures increasing Erdogan’s power. Over 150 journalists were imprisoned, and over 170 media outlets were closed. While social media played a vital role in spreading the oppositional messages, more than 2500 individuals had been arrested for insulting the president on social media over the six months leading up to the referendum. The motion to increase executive power passed with 51.4 percent of the vote, and further protests ensued over what was considered a rigged election.

Summary of Findings from Turkey
Turkey’s history with social media censorship began in 2013, following the Gezi Park demonstrations, and continued intermittently over the course of the time period. In accordance with the Mass Political Action Hypothesis, Turkey censored social media following mass political action in the Gezi Park demonstrations and anticipated political action in Erdogan’s 2014 scandal and the 2017 referendum. Interestingly, there was no specific social media censorship of discussion on the 2014 or 2015 elections, even though general restrictions are in place. Weak support is provided for the Unlikely Action Hypothesis. The only evidence for the Unlikely Action Hypothesis is a small number of social media users who were able to circumvent the restrictions.

This reference of terror attacks is included because it dominates discussion of the November 2015 election.
events with social media discussion that did not lead to mass political action concern the imprisonment of military leaders in 2011 and 2012 and the release of General Basbug in 2014. For the former, there was no evidence of social media censorship, and for the latter, general social media restrictions were still in place following the 2014 Erdogan scandal. The Mainstream Media Hypothesis is strongly supported, as crackdowns on mainstream media preceded social media censorship in every case. This suggests the government’s steps to curtail information available via mainstream media opened the door to restriction of social media.

VENEZUELA

Venezuela’s government initially operated as a federal presidential republic, although more power becomes concentrated in the hands of the executive over the course of this study. The president acts as both head of government and head of state. Legislative power is vested in a national assembly. The level of ethnic fractionalization is between that of the other two countries, measured at 0.483. The natural resource wealth is high in this oil-rich nation throughout the time period of the study and is slightly under the resource wealth of Iran. Venezuelans have access to a mixture of state-run and private media in television and radio. While the government has always exercised heavy control on some stations, the control over private news sources varies throughout the time period of the study. The GDP per capita is about the same as the average of all other nations in the world over the time period and is very much comparable with the GDP per capita of Turkey. Venezuela experiences waves of severe and moderate levels of autocracy over the time period, with Polity scores that generally become lower over the course of the study.¹⁰

Venezuela Social Media, Protest, and Censorship Events

Table 4 provides a summary of the timeline, social media events, and government response for Venezuela. The full description of events follows below.

<table>
<thead>
<tr>
<th>Approximate Time Period</th>
<th>Description of Social Media Use</th>
<th>Government Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>August-December 2006</td>
<td>Claims of government financial mismanagement during presidential election season</td>
<td>No censorship</td>
</tr>
<tr>
<td>June 2011-March 2013</td>
<td>Messages in support of Chavez throughout his battle with cancer, including during presidential election in October 2012</td>
<td>No censorship</td>
</tr>
<tr>
<td>April 2013</td>
<td>General messages on snap presidential election</td>
<td>Brief internet blackout</td>
</tr>
<tr>
<td>2014</td>
<td>Organization of mass protest and heavy criticism of government; general news about protest movement</td>
<td>Selective censorship of messages</td>
</tr>
<tr>
<td>February 2015</td>
<td>Messages about the death of teenager Kluiver Roa Nunez</td>
<td>Continued selective censorship from 2014</td>
</tr>
<tr>
<td>December 2015</td>
<td>Messages in support of opposition party in legislative election</td>
<td>Localized internet blackouts</td>
</tr>
<tr>
<td>Late 2016</td>
<td>Anti-Maduro messages</td>
<td>Continued selective censorship from 2014</td>
</tr>
<tr>
<td>July 2017</td>
<td>Opposition to Maduro’s referendum to increase his power by dissolving parliament</td>
<td>Continued selective censorship from 2014</td>
</tr>
</tbody>
</table>

Table 4. Summary of Venezuela Events over 2004-2017

In the 2006 presidential election, incumbent Hugo Chavez accused his opponents of spreading false rumors of a failing financial system via the Internet and cell phones. While Chavez rebuked the claims, there was no censorship of the messages.¹⁰

Concerns about President Hugo Chavez’s health arose in June 2011 when the leader was reportedly taken to a hospital in Cuba to be treated. This came one year before the 2012 election season. Chavez addressed the Venezuelan people on several occasions, assuring them that he was recovering well and highly optimistic about his condition. Throughout the election, Chavez actively used his Twitter account to “garnish support as well as criticize his opponent.”¹¹ As Chavez was taken back to the hospital after the election, his supporters both rallied in the streets and “lit up social media” to show their appreciation for the leader.¹² Throughout the period from June 2011 to Chavez’s death in March 2013, Chavez had high approval ratings amongst the population. No evidence of social media censorship was found.
After the death of Chavez in March 2013, a snap election was organized for April 2013, in which Chavez’s successor would be decided. Throughout the election process, interim president Nicolas Maduro was in power. Social media was heavily used as a means of political conversation about the candidates, as there were over six million references of the election by over 800 thousand different users on social media. With Maduro and his opponent in a close race, internet access was completely blocked for a brief period of time just before the election. Maduro narrowly claimed victory, leading to small-scale oppositional protests.

In 2014, protests ensued over economic mismanagement, high inflation, rising crime rates, and electricity shortages. Only one television network, NTN24, showed coverage of the protests that took place in primarily middle-class areas, until Maduro blocked the news channel broadcast. Twitter, Facebook, and YouTube were used to fill in the gaps of information left by NTN24. The hashtag #HastaLaSalida was used to unify protestors and call for “the exit” of Maduro from power. The government countered with the hashtag #VzlaUnidaContraElFascismo (Venezuela United Against Fascism), which labeled protestors as fascists and affirmed Maduro’s power. Months before the protests began, Maduro was given permission to act without consultation of parliament in response to national crises. Using this power as protests gained strength in February 2014, Maduro began to block anti-government messages on Twitter. As early as March 2014, the regime began arresting leaders of the opposition party.

In the December 2015 legislative elections, the opposition party was expected to gain the majority of seats. The opposition was very much active on social media, using Twitter, YouTube, and Periscope to garner support. While there was no repeat of the countrywide internet blackout of 2013, there were local internet outages in 12 of the 24 states in Venezuela at some point during the campaign process. Issues with internet access on election weekend were more prevalent in states with anti-Maduro tendencies like Zulia and Tachira.

**Summary of Findings from Venezuela**

Venezuela began censoring social media just before the 2013 snap presidential election and continued throughout the 2014 nationwide protests, with selective censorship in the 2015 elections. In accordance with the Mass Political Action Hypothesis, the Venezuelan government restricted social media following mass political action in 2014 and in anticipation of election-related action in 2013 and 2014. Interestingly, the government made no move toward censoring social media calls for pro-Chavez rallies between 2011 and 2013, which suggests that the regime strategically censored messages that were antithetical to its survival while allowing pro-regime messages to circulate. Weak support for the Unlikely Action Hypothesis comes from the lack of censorship in the 2006 election, when social media use was less public and less likely to lead to mass political action, especially while President Chavez rebuked any claims against him on the more accessible mainstream media. However, it may also be the case that the government was simply not well-versed in social media censorship methods at the time. Strong support for the Mainstream Media Hypothesis comes from the government curtailing mainstream media coverage prior to the largest social media censorship occurrences in 2014. This suggests that the weakening of mainstream media was a necessary precursor to curbing social media access.

**DISCUSSION**

Table 5 provides a summary of the results for each case. A full discussion for each hypothesis is below.

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Iran</th>
<th>Turkey</th>
<th>Venezuela</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass Political Action</td>
<td>Strong Support</td>
<td>Strong Support</td>
<td>Strong Support</td>
</tr>
<tr>
<td>Unlikely Action</td>
<td>Weak Support</td>
<td>Weak Support</td>
<td>Weak Support</td>
</tr>
<tr>
<td>Mainstream Media</td>
<td>Strong Support</td>
<td>Strong Support</td>
<td>Strong Support</td>
</tr>
</tbody>
</table>

**Table 5. Summary of Results for Each Country/Hypothesis**

*Mass Political Action Hypothesis: When social media use encourages mass political action, regimes respond with censorship.*

The evidence presented in all three cases provides strong support for the first hypothesis. The governments of all three countries repress when mass protest follows a change in landscape on social media. The examples for this are censorship in Iran following protests of the 2009 election, in Turkey during the Gezi Park demonstrations in 2013, and in the Venezuelan mass protests beginning in 2014. In contrast, social media use that did not necessarily encourage mass political action was not censored. The examples for this include criticism of the Iranian government after the 2017 earthquake and dissent on the arrests of Turkish military leaders in 2011 and 2012.

Each of the nations, in at least one case, censored social media during an election campaign. Casting a ballot is very different from participating in a rally, but it is still a political action that has an impact on whether a regime remains in power. Even without the presence of mass rallies, governments repressed social media use when they anticipated that the party in opposition was gaining leverage in a campaign. This was the case in all three nations at some point, but the 2015 elections in Venezuela lend great
support to the idea that a regime wanted to control voting outcomes, as specific states with tendencies toward anti-Maduro beliefs experienced Internet outages the most.

One qualification that should be made is that governments tend to censor social media interactions that encourage political action only when it is not in their favor. Turkey did not add to censorship of social media during the 2015 election because the social media users that expressed security concerns generally placed trust in the current government to handle threats and thus favored the regime’s continuation of power. In Venezuela, social media users organized mass rallies to show support for Chavez following concerns about his health, and these were understandably favored by the government and not censored. Even though these are citizen-generated and not government-initiated activities, the government will not repress actions that are advantageous to its maintenance of power.

_Unlikely Action Hypothesis: When social media use encourages mass political action that is unlikely to be realized, regimes do not respond with censorship._

Weak support for the Unlikely Action Hypothesis comes from the lack of censorship on calls for political action in early social media. The examples for this include the 2004 and 2005 elections in Iran and the 2006 election in Venezuela. In these early cases, social media use was not as widespread, and the government used its own platform of mainstream media to combat the calls for political action. Because the political action was unlikely to be realized, there was no push to censor the messages. While this provides support for the hypothesis, it is also possible that government officials were not yet skilled in censorship methods that would take some time to establish after new social media technology was developed. A lack of effective censorship methods may have alternately disabled them from repressing the messages.

Stronger support for this hypothesis comes from the lack of specific censorship of certain messages after a general mode of censorship is established. Because social media messages are less accessible except for by the few citizens with VPNs, governments may allow messages to circulate if they relieve pressure without rallying mass action. The allowed messages contain calls to action that are typically weaker, such as the 2012 difficulty in purchasing staples in Iran. In that case, the identifiable adversary was not a corrupt Iranian government, but it was the outside nations that sanctioned Iran and caused the high prices. Since outside nations could not be directly reproached, it is less likely that the already few people with access to social media would join the protests. As a result of a combination of these factors, the Iranian government allowed the messages. This proposed causal chain should be examined further in future studies, as there are not enough examples in this study to strongly affirm its validity.

Further analysis of this hypothesis might involve a smaller scale study of specific social media posts. Since this study examines larger social media movements, only posts that become viral are analyzed. Future studies may analyze posts that encourage action but do not become viral and compare them to viral posts for rates of censorship.

_Mainstream Media Hypothesis: A regime in a nation with a strong independent mainstream media is less likely to repress social media than a regime in a nation with a weak mainstream media._

The Mainstream Media Hypothesis is strongly supported. Iran had a tightly state-controlled mainstream media throughout the time period of the study and also contains the earliest example of social media repression of the three nations. Iran began censoring social media in the 2008 elections, which is much earlier than Turkey and Venezuela’s first instances in 2013. In both Turkey and Venezuela, the regime took measures to restrict the mainstream media before censoring social media. In fact, the rise in prevalence of social media came as a result of Erdogan censoring mainstream broadcasts of the 2013 protests in Turkey and Maduro’s blocking of NTN24’s coverage of the 2014 protests in Venezuela. Further, Erdogan imprisoned journalists and shut down media outlets before arresting social media users leading up to the 2017 referendum. In all of the cases examined, limitations on the mainstream media’s ability to report precede and enable social media censorship, consistent with Shadmehr and Bernhardt’s theoretical research.

In each case, as the regime increased control of mainstream media and social media, the nation also generally lowered in its level of democratization. A closely related subject of this research is the process by which governments become more autocratic through their responses to social media use over time. Waldner and Lust refer to this gradual decrease in the democratic qualities of a nation as “democratic backsliding.” Theories describing how regimes create uneven playing fields that induce democratic backsliding include control of mainstream media, but have not yet included social media. Based on the findings of the third hypothesis, future theories on democratic backsliding should include thorough discussion of social media, including examining its relationship to the status of mainstream media.
CONCLUSION
The new analysis of data from Iran, Turkey, and Venezuela confirms many of the reasons for censorship of social media generated from other cases and theoretical research. The findings also shed light on specific instances in which authoritarian regimes generally repress social media use and the types of preconditions that make a regime more likely to repress.

The major proposed reason for censorship by a regime was to reduce the likelihood of mass political action triggered by social media communication. Not only was this confirmed by all cases, it was further qualified by considering elections as opportunities for political action that may trigger temporary censorship. Selective censorship by each regime confirmed and furthered Hassid’s characterization of social media use as a safety valve or pressure cooker, in which regimes only censor messages that are likely to lead to their removal from power.

The evidence provided strong support for the notion that countries with strong independent mainstream media are less likely to repress social media than countries with weak mainstream media. In fact, these cases present a bright-line scenario in which limitations on mainstream media must precede social media repression.

One major limitation of this research is that it attempts to understand a process that cannot be directly observed. Decisions about censorship are made by a combination of the thought processes of the regime leader and those acting on the leader’s behalf. A more complete understanding would require that Rouhani, Erdogan, and Maduro answer questions honestly in an interview, which was well beyond the scope of the available resources. Instead, this research approximates the regime’s reasoning by detailing the background information behind the censorship events and attempting to connect the dots. The resulting conclusions may not be perfect, but they are indicative of patterns common to different nations.

Future research should contextualize social media censorship in terms of general decreases in democratization. Social media censorship and control of mainstream media are likely two pieces in a much larger puzzle of the process by which democratic nations backslide. Future studies should also empirically consider factors, such as the nation’s natural resource wealth and citizen’s individual wealth, that were used to denote differences between cases in this paper. Previous theoretical research has found that nations with higher natural resource wealth have a higher tendency to repress social media; comparative study of new cases may help evaluate this hypothesis. Levels of individual wealth, indicated by GDP per capita, may also have an impact on government tendencies to repress social media.

All of these findings are significant to our understanding of when authoritarian regimes begin to repress. Social media organizations should be interested in which populations may lose access to their service based on the predictive power of the theories advanced by this research. Media freedom activists should also be interested in identifying susceptible societies and empowering citizens to maintain freedoms. The findings are pertinent to many nations in different parts of the world. Even in the nations that were studied, cases of potential social media activism and repression are ongoing—Venezuela, for example, is undergoing an economic crisis and is reportedly experiencing a resulting battle between citizens and the government over access to social media. The results from these case studies have strong predictive power for similar authoritarian regimes. Analysts of social media, protest, and censorship patterns benefit from the advanced understanding of what causes regimes to repress.
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PRESS RELEASE
In the past 15 years, access to internet and social media has increased worldwide, making it easier to organize mass political action against the government. In response, several leaders have decided to restrict access to social media. However, very few countries restrict total access; rather, countries are selective on when, where, and how they block social media access. Combining the heavily studied case of China with knowledge of media purposes and authoritarian regime objectives, this research organizes theories of what types of factors cause regimes to censor social media. The theories are then applied to Iran, Turkey, and Venezuela over 2004 to 2017 to test and improve understandings of why regimes repress.
## APPENDIX

### Table of All Country Specific Data

<table>
<thead>
<tr>
<th>Country/Year</th>
<th>Ethnic Fractionalization</th>
<th>Natural Resource Wealth</th>
<th>GDP per capita</th>
<th>Polity Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iran 2004</td>
<td>0.669</td>
<td>25.03669466</td>
<td>2729.838416</td>
<td>-6</td>
</tr>
<tr>
<td>Iran 2005</td>
<td>32.16971023</td>
<td>3215.633433</td>
<td>-6</td>
<td></td>
</tr>
<tr>
<td>Iran 2006</td>
<td>33.84830641</td>
<td>3738.689284</td>
<td>-6</td>
<td></td>
</tr>
<tr>
<td>Iran 2007</td>
<td>28.62496832</td>
<td>4857.368371</td>
<td>-6</td>
<td></td>
</tr>
<tr>
<td>Iran 2008</td>
<td>32.76251483</td>
<td>5574.410436</td>
<td>-6</td>
<td></td>
</tr>
<tr>
<td>Iran 2009</td>
<td>18.72480243</td>
<td>5619.117621</td>
<td>-6</td>
<td></td>
</tr>
<tr>
<td>Iran 2010</td>
<td>21.70051707</td>
<td>6531.92743</td>
<td>-6</td>
<td></td>
</tr>
<tr>
<td>Iran 2011</td>
<td>26.58457236</td>
<td>7729.343353</td>
<td>-6</td>
<td></td>
</tr>
<tr>
<td>Iran 2012</td>
<td>20.02654936</td>
<td>7832.902635</td>
<td>-6</td>
<td></td>
</tr>
<tr>
<td>Iran 2013</td>
<td>24.63678444</td>
<td>6036.192088</td>
<td>-7</td>
<td></td>
</tr>
<tr>
<td>Iran 2014</td>
<td>23.84069966</td>
<td>5540.984136</td>
<td>-7</td>
<td></td>
</tr>
<tr>
<td>Iran 2015</td>
<td>13.47160625</td>
<td>4862.299729</td>
<td>-7</td>
<td></td>
</tr>
<tr>
<td>Iran 2016</td>
<td>15.95320975</td>
<td>5219.109805</td>
<td>-7</td>
<td></td>
</tr>
<tr>
<td>Iran 2017</td>
<td>..</td>
<td>5415.209635</td>
<td>-7</td>
<td></td>
</tr>
<tr>
<td>Turkey 2004</td>
<td>0.229</td>
<td>0.280923761</td>
<td>6040.88491</td>
<td>7</td>
</tr>
<tr>
<td>Turkey 2005</td>
<td>0.283251363</td>
<td>7384.258482</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>Turkey 2006</td>
<td>0.376265044</td>
<td>8034.606676</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>Turkey 2007</td>
<td>0.42492435</td>
<td>9709.720022</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>Turkey 2008</td>
<td>0.640387247</td>
<td>10850.87039</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>Turkey 2009</td>
<td>0.383412265</td>
<td>9036.266711</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>Turkey 2010</td>
<td>0.53836334</td>
<td>10672.40016</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>Turkey 2011</td>
<td>0.706372609</td>
<td>11340.82362</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>Turkey 2012</td>
<td>0.570303282</td>
<td>11720.31386</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>Turkey 2013</td>
<td>0.48874526</td>
<td>12542.72153</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>Turkey 2014</td>
<td>0.423737215</td>
<td>12127.46072</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Turkey 2015</td>
<td>0.295994769</td>
<td>10984.8052</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Turkey 2016</td>
<td>0.327203284</td>
<td>10862.72538</td>
<td>-4</td>
<td></td>
</tr>
<tr>
<td>Turkey 2017</td>
<td>..</td>
<td>10540.618</td>
<td>-4</td>
<td></td>
</tr>
<tr>
<td>Venezuela 2004</td>
<td>0.483</td>
<td>21.79830993</td>
<td>4271.372404</td>
<td>6</td>
</tr>
<tr>
<td>Venezuela 2005</td>
<td>25.42053621</td>
<td>5432.688675</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Venezuela 2006</td>
<td>23.09964189</td>
<td>6735.797588</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Venezuela 2007</td>
<td>18.97014099</td>
<td>8318.803399</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Venezuela 2008</td>
<td>19.00754272</td>
<td>11227.23138</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Venezuela 2009</td>
<td>7.675022522</td>
<td>11536.14939</td>
<td>-3</td>
<td></td>
</tr>
<tr>
<td>Venezuela 2010</td>
<td>10.22749148</td>
<td>13545.26345</td>
<td>-3</td>
<td></td>
</tr>
<tr>
<td>Venezuela 2011</td>
<td>20.06330853</td>
<td>10741.57638</td>
<td>-3</td>
<td></td>
</tr>
</tbody>
</table>
Table A1. All Country Specific Data

List of Events by Country and Type

The following is a list of major political events, derived from each nation’s Country Watch report, over the period of 2004 to 2017. The list is not comprehensive, but it aims to provide a representation of major events that would incite political discussion. The events are divided into categories of Domestic Affairs, International Affairs, and Elections. Domestic Affairs include changes in domestic policy, actions taken by the government within its own borders, and citizen-generated political action. International Affairs include any diplomatic or contentious dealings with other nations or international organizations (including terror organizations). Elections are specifically related to the occurrence of any election, a change in election rules, or a change in political parties. For Turkey’s ongoing Kurdish conflict, all instances have been placed under the International Relations category for consistency. The reasoning for this is that although many Kurds live in Turkey, the ongoing conflict often involves neighboring countries, like Iraq, and members of the Kurdistan Worker's Party (PKK) engage with the Turkish government as a foreign entity would.

This list of Domestic Affairs and Election Related events are annotated. All terror attacks are preceded by the letter T. Instances where social media use was not detected are preceded by the letter N. Instances that will be included within an ongoing event elsewhere are preceded by the letter E. Instances that were directly included in the case study analysis are preceded by the letter I. Since International Relations events are systematically excluded, the lists of International Relations events are generally not annotated, except for if the event was included elsewhere or it is a terror attack.

**Iran—Domestic Affairs**

- (N) May 2006: Members of the Azeri ethnic minority group protest a newspaper cartoon that compares them to an insect.
- (T) February 2007: Sunni Muslim group claims responsibility for attack on Iran’s Revolutionary Guard, leading to 11 deaths and several subsequent clashes between militants and armed forces.
- (T) May 2009: A mosque in Zahedan, a province of primarily Sunni Muslims, was bombed, leaving around 80 casualties.
- (T) July 2010: Suicide Bomb attacks leave around 130 casualties at mosque in Zahedan.
- (E) September 2010: The pro-government Basij militia attacked the home of opposition leader Mehdi Karroubi. (part of ongoing 2009 protests)
- (T) December 2010: A suicide bombing targets the Ashura celebrations in Chabahar.
- (E) February 2011: Opposition leaders Mir Hossein Mousavi and Mehdi Karroubi are arrested after calling on Iranians to protest in the streets. (part of ongoing 2009 protests)
- (E) February 2011: Thousands of protestors march against the government in Tehran, Isfahan, Mashhad, and Shiraz. The government deploys security forces in response. In the protest, the daughter of former president Rafsanjani was arrested. (part of ongoing 2009 protests)
- (E) Mid-2011: Well-known activist Mehdi Karroubi was reported missing, as his family and close friends had not seen him for as many as six weeks. (part of ongoing 2009 protests)
- (I) 2012: Iran reportedly has difficulty purchasing staples, such as rice and cooking oil, due to economic sanctions.
- (I) November 2017: Iran experiences earthquake.

**Iran—Election Related**

- (I) February - June 2004: The Council of Guardians disqualified thousands of reformist candidates from parliamentary elections. Leading intellectuals and journalists called for a boycott of the election to protest but could not penetrate mainstream media, so they used e-mails and mobile phone messages instead. Conservatives gained control of the largest portions of public office.
- (I) June 2005: Despite calls to boycott the presidential election due to disqualification of reformist and female candidates, large numbers of Iranians show at the polls to elect the conservative Mahmoud Ahmadinejad.
(N) December 2006: Along with several moderates gaining public office, former president and moderate Akbar Hashemi Rafsanjani was elected to the Assembly of Experts.


(I) 2009: The primary candidates in the 2009 presidential election were former Prime Minister Mir Hossein Mousavi and incumbent Mahmoud Ahmadinejad. Election turnout in June 2009 was so high that polling stations had to extend operations for several hours due to long lines of voters. After polls closed, both Ahmadinejad and Mousavi claimed victory, with no official word on the matter. Soon after, Mousavi’s website was shut off, his mobile messaging cut off, social networking curtailed, and headquarters reportedly raided. Iranian state media then declared Ahmadinejad the winner. What followed was the largest series of protests in Iran since 1979, which were called the “Green Revolution” by supporters of the reformists Mousavi and Mehdi Karroubi.

(E) February 2012: Parliamentary elections (part of ongoing response to 2009)

(E) May 2013: Presidential elections. Hassan Rouhani is elected, and many in Iran rejoice the exit of Ahmadinejad. (part of ongoing response to 2009)

(E) February 2016: In the parliamentary elections, several candidates are initially disqualified, but following protests, they are reinstated. (part of ongoing response to 2009)

(N) May 2017: Presidential elections. Rouhani is re-elected.

Iran—International Relations

February 2007: The UN deadline for Iran to suspend all nuclear activities passes, as Iran is in noncompliance.

March 2007: 15 members of the British Navy were captured by Iranian forces.

January 2008: The U.S. claims that 5 of its Navy ships were threatened in the Strait of Hormuz by Iranian ships.


October 2009: Tensions increase with Pakistan, as Pakistan detains members of Iran’s Revolutionary Guard.

November 2011: Demonstrations against embassies of Western nations ensue, as the UK degrades its ties with Iran.

February 2012: Israeli leadership threatens military action in response to Iran nuclear situation.

July 2012: Israeli leadership blaming Iran and Hezbollah for an attack in a Bulgarian airport.

April-July 2015: Iran backs the rebel Houthis in Yemeni conflict.

May-July 2015: The final round of talks on the Iran Nuclear Issue with the United States lead to the finalization of a Joint Comprehensive Plan of Action.

October 2015: The President of Yemen cuts all diplomatic ties with Iran.

January 2016: Saudi Arabia executes an Iranian cleric

January 2016: 10 U.S. sailors detained by Iranian forces.

October 2017: U.S. president decertifies the Iran nuclear deal reached in 2015.

Venezuela—Domestic Affairs

(N) March 2006: President Hugo Chavez announces a new flag that will be gradually incorporated over the next 5 years.

(N) January 2007: The National Assembly approves legislation that grants Chavez a bypass of parliament for executive action.

(N) May 2007: Chavez shuts down the oldest public television station in the country. (no social media activity detected)

(N) December 2010: An “Enabling law” is passed, granting Chavez more executive power in the face of crisis.

(I) June 2011-March 2013: Chavez battles cancer and is taken to a hospital in Cuba. The Venezuelan leader makes several visits to and from his country during this time and continues to hold that he is not sick. Chavez is also re-elected during this time. He dies in March 2013 and is succeeded by interim replacement Nicolas Maduro.

(E) November 2013: Maduro is given permission to act without consultation of parliament in response to national crises. (will be included in forthcoming Maduro protest)

(I) 2014: Protests ensue over economic mismanagement, high inflation, rising crime rates, and electricity shortage. In February, social media access is blocked by Maduro. In March, mayors of the opposing party are arrested and put on trial. Protest leaders Leopoldo Lopez and Maria Corina are arrested in July and December, respectively.

(E) February 2015: As protests of Maduro continue, teenager Kluiver Roa Nunez is killed by a police officer. Maduro condemns the death of Nunez. (included in ongoing 2014 protests)

(E) Late 2016: Protests of the Maduro regime continue. (included as ongoing 2014 protests)
Venezuela—Election Related

- (N) February-August 2004: A petition to remove President Hugo Chavez from office by referendum vote comes to fruition. In the referendum vote, Chavez is able to maintain his position.
- (N) December 2005: Legislative elections. Voter turnout is lower than usual.
- (I) August – December 2006: Presidential election season leads to re-election of Chavez.
- (N) November – December 2007: The National Assembly moves to consolidate presidential power, including ending term limits. The move is pending approval by referendum vote in December, at which time it does not pass.
- (N) November 2008: Municipal elections. Chavez claims victory when several of his own party assume offices.
- (N) February 2009: Another referendum on ending term limits results in passing of the new policy.
- (N) September 2010: Legislative elections
- (E) October 2012: Presidential elections. Several rallies begin in September 2012. Chavez is re-elected, despite health concerns. (included in Chavez health concerns)
- (I) April 2013: Snap presidential elections. Interim president Nicolas Maduro is elected.
- (I) December 2015: Legislative elections. The opposition party gains the most seats.
- (E) July 2017: Maduro announces a referendum to dissolve parliament and give himself full control over the nation. An unofficial referendum is announced by the opposition party to rebuke Maduro’s referendum. At the end of the month, Maduro’s referendum gives him ultimate power to dismiss anyone from any office in the country. (included in ongoing protests since 2014)

Venezuela—International Relations

- Early 2005: Colombia allegedly encroaches onto Venezuelan territory, leading to protest.
- April - November 2005: A series of events lead to worse relations with the United States. In April, the U.S. secretary of state called Venezuela a negative influence in South America and began to monitor arms sales to the country. In May, Venezuelans demonstrated against the U.S. not returning alleged terrorist Luis Posada Carriles to Venezuelan custody. In July, Venezuela began to investigate the U.S. Drug Enforcement Agency’s involvement in the country as an alleged spy operation. In August, U.S. citizen Pat Robertson called for Chavez’s assassination, and Venezuela charged him with a terror threat, but the U.S. did not turn him over. In September, Chavez spoke against the U.S. at the UN assembly. In November, Chavez led an anti-U.S. rally in Argentina.
- April 2006: U.S. ambassador is pelted with fruit in Caracas.
- July 2006: Venezuela applies to join South American Mercosur trade bloc
- September 2006: Chavez once again bashes the U.S. in front of the UN.
- November 2006: A bid for Venezuela to gain a non-permanent seat on the UN Security Counsel ends in failure.
- November 2007: Chavez freezes bilateral ties with Colombia and stops negotiating the release of hostages by FARC, leading to protests outside his home.
- January – June 2008: Chavez begins talks with Colombia again, with aims to have hostages released to their families
- September – December 2008: A series of increased ties with Russia. In September, Chavez meets with Russian president. In December, the two nations begin joint military exercises and Russia sells weaponry to Venezuela.
- November 2009: Due to conflict with Colombia, Mercosur members revisit decision to allow Venezuelan entry.
- July 2012: Venezuela is granted entry into Mercosur after Paraguay is removed from trade bloc.
- March 2015: U.S. places sanctions on six officials in Venezuela.
- August 2017: U.S. president says he would not rule out military option in Venezuela

Turkey—Domestic Affairs

- (N) January 2004: Turkey bans the death penalty
- (T) March, July 2004: Terrorist attacks in Istanbul
- (N) 2005-2006: several writers and journalists jailed, including Hrant Dink and Orhan Pamuk.
- (N) May 2006: Judge Mustafa Ozbilgin shot and killed by someone alleged to be protesting his secular ruling on headscarves.
- (T) June - July 2008: A series of terror attacks, including an attack on the U.S. consulate in June and another in Istanbul in July.
(N) July 2008: The Justice and Development Party was put on trial for its religious leanings. It was at risk of being completely disbanded for violating the Turkish tradition of secularism. Because of a technicality, it is allowed to continue to exist.
(N) December 2009: The Turkish Constitutional Court bans the Kurdish nationalist Democratic Society Party.
(N) December 2009 – February 2010: A series of arrests of top military officials allegedly conspiring against Turkish leadership.
(T) October 2010: Suicide bombing in Istanbul.
(I) August 2011 – April 2012: Several more generals were arrested in anti-government conspiracies, including one prominent General Basbug.
(I) June - July 2013: Demonstrations surged in Gezi Park after government plans to repurpose the park. The mass rallies were fueled by social media, and Prime Minister Tayyip Erdogan sent several warnings for protests to cease. In July, a court ruled against the changes to the park, but protests and clashes with police continued afterward.
(I) December 2013 – March 2014: Tapes were released in December 2013 of Prime Minister Erdogan talking to his son, alluding to corrupt dealings. Protests ensued in the beginning of 2014. 350 police officers were dismissed or reassigned positions by Erdogan. In order to stop the spreading information on the issue, Erdogan shut down Twitter in March 2014. Erdogan would be running for president later in 2014.
(I) March 2014: In 2013, General Basbug was sentenced to life in prison, but he was released on a technicality in March 2014.
(E) September – October 2015: President Erdogan tightens his grip on the media, as more journalists are arrested. (included in series of earlier censorships)
(I) July 2016: A military coup was attempted, and subsequently several media outlets were shut down.

Turkey—Election Related
(N) May - July 2007: Parliament was set to elect a president in May but could not come to an agreement. The country’s officials agreed to move parliamentary elections that were originally scheduled for November to July. The July elections for parliament were won by the Justice and Development Party (AKP), and they appointed Abdullah Gul as president.
(N) September 2010: In a referendum vote, voters approved constitutional amendments that gave the ruling party more power over state institutions.
(I) August 2014: Turkey had its first direct presidential elections and Prime Minister Tayyip Erdogan of the AKP party was elected.
(I) June 2015 – November 2015: Parliamentary elections were held in June, and the AKP party won a plurality of seats but not a majority. Parliament found itself at an impasse in electing a prime minister until August, when they decided to hold another snap election in November. That election resulted in AKP earning a majority of seats, and Ahmet Davutoglu was elected prime minister.
(I) April 2017: A referendum was held to increase the executive power of the president. With a 51.5 percent vote, the motion passed.

Turkey—International Relations
October – December 2004: Turkey’s attempt to become a member-state of the EU is unsuccessful, as Cyprus is added instead.
May 2006: Turkish and Greek planes collide.
June 2006: A meeting in Luxemburg to discuss whether Turkey will join as a member-state.
October 2006: The Kurdistan Worker’s Party (PKK) calls for a ceasefire after ongoing conflict. Their request is rejected by the Turkish government.
November 2006: Pope Benedict XVI visits Turkey.
(T) Early 2007: a series of attacks ensue allegedly by members of the PKK.
(T) September – December 2007: More attacks by members of PKK, including in Sirnak and on the border with Iraq in September and October, respectively. The Turkish government calls for the rebels to be overturned by the Iraqi government and threatens airstrikes if the request is not met. Turkey engages in airstrikes against Iraq in December.
October 2009: Turkey and Armenia re-establish ties after longtime cold relations.
September 2011: Turkish government challenges Israel’s blockade of Gaza.
June – December 2012: A series of conflicts with Syria occurs. A Turkish jet is shot down by Syrian forces in June. Turkish security officials force a Syrian jet to land in October. Syrian mortar fire kills five on the Turkish-Syrian border in October. Turkey authorizes military action on Syria in October and is backed by the U.S. in this endeavor in December.

(E) July - September 2015: A series of terror attacks occur, in which both the PKK and ISIS are separately allegedly responsible. In some cases, a group claims responsibility, but in others, like an October attack on a peace rally in Ankara, it is unknown who is responsible. The Turkish response is primarily focused on the PKK (included as part of discussion of 2015 elections)

October – December 2015: Russia violates Turkish airspace on separate occasions during these three months, leading to tense relations between the two nations.

(T) January – June 2016: Another series of terror attacks occurs. President Tayyip Erdogan blames the Kurds, although it is unclear who is responsible in some cases.

(T) August 2016: ISIS is found to be responsible for an attack on a wedding.

December 2016: The Russian Ambassador to Turkey is assassinated.

(T) January 2017: An investigation into a nightclub attack finds a Central Asian terror organization to be responsible.
Investigation of Constant Volume and Constant Flux Initial Conditions on Bidensity Particle-Laden Slurries on an Incline

Dominic Diaz*, Jessica Bojorquez, Joshua Crasto, Margaret Koulikova, Tameez Latib, Aviva Prins, Andrew Shapiro, Clover Ye, David Arnold, Claudia Falcon, Michael R. Lindstrom, Andrea L. Bertozzi

Department of Mathematics, University of California, Los Angeles, CA

https://doi.org/10.33697/ajur.2019.029

Students: dominicdiaz@g.ucla.edu*, jessicarbojorquez@gmail.com, jcrasto@ucla.edu, m.koulikova@ucla.edu, tameezlatib@gmail.com, aviva@avivaprins.com, alshap1010@yahoo.com, clover1869@ucla.edu

Mentors: darnold@math.ucla.edu, cfalcon@math.ucla.edu, mikel@math.ucla.edu, bertozzi@math.ucla.edu

ABSTRACT

Particle-laden slurries are pervasive in both natural and industrial settings, whenever particles are suspended or transported in a fluid. Previous literature has investigated the case of a single species of negatively buoyant particles suspended in a viscous fluid. On an incline, three distinct regimes emerge depending on the particle concentration and inclination angle: settled (where particles settle and there is a pure fluid front), well-mixed (where particle concentration is constant throughout), and ridged (where a particle-rich ridge leads the flow). Recently, the same three regimes were also found for constant volume two species bidensity slurries. We extend the literature on bidensity slurries by presenting results on constant volume and a new type of initial condition: constant flux, where slurry is pumped onto the incline at a constant rate. We present front positions of the slurries and compare them to theoretical predictions. In addition, height profiles (film thicknesses) are also presented for the constant flux case, showing the distinct behavior of the ridged regime. We find that for constant flux conditions the settled regime forms for small particle volume fractions and inclination angles while the ridged regime forms for large corresponding values. Intermediate values of these two parameters are shown to produce a well-mixed regime.
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Thin Films; Particle-Laden Flow; Multiphase Fluids; Interfacial Flows; Particle Segregation

INTRODUCTION

A thin film of viscous fluid flowing down an incline has been observed experimentally and analyzed mathematically.1 In nature, instead of being observed as pure fluids, fluids are more often observed as mixtures of various fluids and other particles. Expanding the work done by Huppert,1 many studies have investigated thin, particle-laden slurries, which are mixtures of particles suspended in a fluid. Thin films of monodisperse particle-laden slurries (viscous fluids mixed with only a single type of particle) have been extensively studied both theoretically and experimentally.2-8 The mathematical equations governing the flow of these slurries become increasingly complex as we add more species of particles to the mixture, but the solutions become more relevant to the fluids we observe in industrial and natural settings (such as in spiral particle separators, landslides, and mud).9-13

Bidensity particle-laden slurries, which are the focus of this study, are mixtures of two species of particles—with different densities and similar diameters—suspended in a viscous fluid. When an initially uniformly mixed slurry flows down an incline, the particles experience a fast initial equilibration period (this has been investigated for the monodisperse case,14 but we assume similar results apply to the bidensity case we investigate here). During this period, particles in the mixture experience two significant and opposing effects whose relative strengths determine the long term behavior of the particles in the direction normal to the incline: sedimentation due to gravity (towards the incline surface)15,16 or shear-induced migration,17,18 which leads particles away from areas of high shear rate and high particle concentra-
tion (away from the incline surface). Depending on which effect dominates, there are three possible regimes that can arise: ridged, well-mixed, and settled. The ridged regime occurs when shear-induced migration dominates gravitational settling, and is identified by a high concentration of particles on the front edge of the fluid, forming a leading ridge. In the settled regime, where gravity dominates shear-induced migration, particles form a sediment at the bottom of the fluid as it flows down the track. Within this regime for a bidensity slurry, separation between different particles and fluid can be observed. The well-mixed regime, a transient state between the other two regimes, is formed when neither of these effects dominate and particles stay evenly distributed throughout the fluid.

These three regimes have been extensively studied in the monodisperse (single particle species) case for a constant volume of fluid and in the bidensity case for a constant volume of fluid. Murisic et al. constructed a regime phase diagram for a specific fluid viscosity and particle diameter with varying particle volume fraction and angle of inclination. They find that the ridged regime tends to form for high inclination angle and particle concentration while the settled regime tends to form for small inclination angle and particle concentration. This result comes from the effect of shear-induced migration increasing with greater angle and/or particle concentration. The bidensity, constant volume case was then studied theoretically and experimentally. In particular, Lee et al. observes the formation of the three regimes for various inclination angles and heavy-to-light particle ratios.

In addition to observing regime formation of thin viscous slurries on an inclined surface, various studies have also investigated how the fluid’s average front position evolves with time. For a constant volume of viscous fluid, Huppert finds that the fluid’s average front position evolves with a behaviour asymptotic to \( t^{1/3} \) (where \( t \) is time). In both the monodisperse and bidensity case for a finite volume of fluid, it has been shown that the average front position is still asymptotic to \( t^{1/3} \).

In the current study, we first extend the constant volume results presented in Lee et al. and Wong et al. by explicitly presenting experimentally found front velocities for bidensity particle-laden slurries. We then directly extend these results to a new type of initial condition: a constant flux condition, where slurry is pumped onto the top of the inclined surface at a constant rate. For this initial condition, we consider the results of Lee’s model for particle distribution normal to the place of the track and expect similar regime phenomena to arise. We present the experimentally found front positions and regime classifications for bidensity, constant flux slurries to examine the effect the initial condition has on the dynamics of the slurry. While much of the literature focuses on front position and regime classification, we additionally present height profiles of the bidensity, constant flux slurries.

**METHODS AND PROCEDURES**

**Materials**

The mixtures used in our experiments consisted of glass and ceramic beads suspended in a silicone oil. The particles, manufactured by Ceroglass, are described in Table 1. There is a slight disparity in the average diameter of the two particles although we assume that their diameters are the same for the purposes of this paper. For constant volume experiments, red ceramic beads were used to emphasize the separation of distinct fronts, while for constant flux experiments, red ceramic beads were used in some experiments and white ceramic beads were used in others. The viscous fluid we used was polydimethylsiloxane (see the last row of Table 1 for properties).

<table>
<thead>
<tr>
<th>Material</th>
<th>Density</th>
<th>Color</th>
<th>Other Properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>GSB-7 glass beads</td>
<td>2.5 g/cm³</td>
<td>white</td>
<td>diameter: 0.18 - 0.25 mm</td>
</tr>
<tr>
<td>SLZ-2 ceramic beads</td>
<td>3.8 g/cm³</td>
<td>red</td>
<td>diameter: 0.125 - 0.25 mm</td>
</tr>
<tr>
<td>polydimethylsiloxane (PDMS)</td>
<td>0.971 g/cm³</td>
<td>clear</td>
<td>kinematic viscosity: 10 cm²/s</td>
</tr>
</tbody>
</table>

Table 1. Materials used in our experiments. The density and diameter are the same for all experiments. Note that for some of the constant flux experiments, the color of the ceramic particles was white.
Conducting the experiments

In this study we performed a series of experiments on gravity driven bidensity slurries flowing on an incline. We varied four parameters for each experiment: inclination angle of the track $\alpha$, the volume fraction ratio of lighter density particles (glass) to heavier density particles (ceramic) $\chi$, total particle volume fraction $\phi$, and the initial condition (either constant volume or constant flux). We define the volume fraction of glass and ceramic particles respectively as:

$$\phi_g = \frac{V_g}{V_g + V_c + V_f}, \quad \phi_c = \frac{V_c}{V_g + V_c + V_f}.$$  
Equation 1.

Where $V_g$ is the volume of glass particles, $V_c$ is the volume of the ceramic particles, and $V_f$ is the volume of fluid in the mixture. We additionally define the total particle volume fraction as the sum of the two particle volume fractions:

$$\phi = \phi_g + \phi_c.$$  
Equation 2.

We define the volume fraction ratio $\chi$ as the ratio of $\phi_g$ to the total volume fraction, $\phi_g + \phi_c$:

$$\chi = \frac{\phi_g}{\phi_g + \phi_c} = \frac{V_g}{V_g + V_c}.$$  
Equation 3.

The two initial conditions—constant volume or constant flux—are defined in terms of their nondimensional height by the following two equations, respectively:

$$h(x, t = 0) = \begin{cases} 
0 & \text{if } x < -l \\
1 & \text{if } -l \leq x \leq 0, \\
0 & \text{if } x > 0 
\end{cases}, \quad \text{and} \quad h(x, t = 0) = \begin{cases} 
1 & \text{if } x \leq 0 \\
0 & \text{if } x > 0, 
\end{cases}$$  
Equation 4.

where $x$ and $t$ are nondimensional position and time, respectively. We define $l$ as some nondimensional length, $x = 0$ as the location where the slurry starts to flow, and $t = 0$ as the time in which the slurry starts to flow. Schematic diagrams of these two initial conditions are presented in Figure 1.

To perform our experiments, we used an acrylic track (length 90 cm and width 14 cm) with an adjustable angle, $\alpha$, (see Figure 2) that was adjusted to either 20° or 50° for each experiment. In the constant volume experiments, the region on the track behind the gate (see Figure 2, left) was filled with 80 mL of well-mixed slurry. The gate was then quickly lifted to allow the slurry to flow down the track. In the constant flux experiments, a weir was placed near the top of our track (see Figure 2, right). On the portion of the track above the weir, we constantly pumped well-mixed slurry onto the track. The purpose of the weir was to ensure that the slurry flowed onto the track evenly along the width of the track ($y$-axis). The volume of slurry entering the track over time was constant at around 3 cm$^3$/s for $\phi = 0.25$ experiments and around 0.75 cm$^3$/s for $\phi = 0.45$ experiments. Because of the weir the volumetric flux, or flow rate per unit surface, was constant at the top of the track. The length of the track (in the $x$-direction) is much longer than the width of the track (in the $y$-direction) but for the purposes of our analysis we ignore edge effects due to the walls of the track.
Figure 2. Schematic of our experimental setup. The left image depicts the setup for the constant volume experiments. The right image depicts the setup for the constant flux experiments. The coordinate system is kept constant for both initial conditions.

Data Analysis

We quantified the positions of the fronts and the slurry’s film thickness (height profile) along the x-axis. Both methods utilized code written in MATLAB, which is summarized in Supplement A. In order to find the position of the individual fronts, a camera was set up above the track with the face of the lens parallel to the plane of the track, 0.5 to 1 m away. The front position was computed for individual frames of the resulting video after cropping out the background and the edges of the width of the track. We cropped out these edges to minimize the contamination of edge drag (which slows down the slurry close to the side walls [see Figure 3]) on our front position data since theoretical predictions do not account for wall effects. Fronts are identified using RGB values for each vertical strip of the frame. Figure 4 shows individual frames of a settled and well-mixed experiment.

We also investigated the film thickness of the flow along the x-axis (we present pseudocode in Algorithm 2 of Supplement A). To do this, we first set up our camera next to the track such that the camera lens was pointed towards the track. We then shined a laser line on the middle of the track so that the line was parallel to the length of the track. The camera lens face was then made to be perpendicular to the incline so that the camera could pick up the laser line shining on the incline and its deflection due to the presence of some calibration object or the slurry on the incline. Using calibration images of the empty track and of the track with an object of known height resting on it, we were able to process the video of the experiment to obtain the film thickness. As the slurry flowed down the track, the laser line’s position in each frame was deflected by the presence of the slurry. This deflection was computed using MATLAB, in mm, which resulted in figures such as Figure 9.

RESULTS AND DISCUSSION

Our results are divided into three sections, based on the initial condition and the type of data presented: front tracking and regime classification for constant volume experiments, front tracking and regime classification for constant flux experiments, and film thickness for constant flux experiments. For each experiment, the inclination angle \( \alpha \), volume ratio \( \chi \), and total particle volume fraction \( \phi \) were varied. Based on previous research, we expect the ridged regime to form for large \( \alpha \) and \( \phi \) and the settled regime to form for small \( \alpha \) and \( \phi \).

Constant volume: front tracking and regime classification

We conducted experiments with a constant volume of slurry moving down an incline positioned at inclination angle, \( \alpha \), with particle volume ratio, \( \chi \). Pictures of the experiments are shown in Figure 3. With the exception of the \( \chi = 0.5 \) experiments (which had \( \phi \) values of 0.25 and 0.4), all constant volume experiments had a total volume fraction of \( \phi = 0.45 \); this allows us to present front speeds for slurries with three different \( \phi \) values. We chose to use distinct \( \phi \) values for the intermediate particle volume ratio as opposed to the more extreme volume ratios that are tested because
we wanted to compare the observed regimes for experiments with only the inclination angle or the volume fraction ratio being changed significantly. In terms of the regime that formed, the two angles produced different regimes for each χ value (see Table 2 for the classifications of the constant volume experiments). If we look at the two χ = 0.389 experiments, the smaller angle produced a settled slurry while the larger angle produced a ridged slurry. Angle was not the only parameter that affected the regime. If we compare the top left experiment with the top right experiment, we see the volume fraction ratio influenced the regime of the slurry. If we compare all three of the bottom experiments, we expect that the middle experiment would have also been ridged for a φ value of 0.45 but because the slightly lower φ value of 0.4 produced a well-mixed slurry, we can also conclude that the total particle volume fraction affects the regime. It appears that all three parameters—α, χ, and φ—affect the regime that is formed and this result agrees with the findings of Lee et al. 19

Figure 4 provides the evolution of two sample flows. In Figure 4a (a settled slurry), three distinct fronts formed for the PDMS, glass beads, and ceramic beads. In Figure 4b (a well-mixed slurry), the fluid and the particle fronts remained together. Using the front tracking technique described in the Methods and Procedures section we produce the blue and green dots in Figure 4 which correspond to individual particle front positions. The leftmost two images of Figure 4a do not track the particle fronts well (this occurs in the beginning of most of our settled experiments due to variation of particle front color as the particles begin to settle). This error does not affect our analysis since theory only predicts asymptotic behavior after the slurry has reached equilibrium (i.e. towards the end of the experiment) and thus front tracking early in the experiment was not as important as later on in the experiment. Notice that in Figure 4a, the fluid front moved faster than the particle fronts. With the angle and particle concentrations being so low, the particles settled to the bottom of the slurry (towards the incline surface) while the fluid flowed over the settled particles, moving faster. In Figure 4b, we do not observe this separation; the particles stayed well-mixed throughout the fluid.

![Figure 3](image-url)

Figure 3. Experiments conducted with a constant volume of slurry. We performed six experiments in total, with three different χ values (0.389, 0.5, and 0.889) and with two different angles (20° and 50°). The total volume fraction, φ, for each experiment is also presented in the top right corner of each image. Note that the (χ, α) = (0.5, 20°) experiment was conducted with a black background because it showed better contrast between each of the three fronts than a green background.
According to theory, we expect the front position of the fluid to have behavior asymptotic to \(t^{1/3}\), where \(t\) is time. This asymptotic behavior arises after the slurry has reached equilibrium so we fit the front position of the fluid to \(x(t) = ct^{1/3} + k\) for constants \(c\), \(k\), and \(\beta\) when the slurry is approximately halfway down the incline. In Table 3, we present our fitted \(\beta\) values for each of our experiments presented in Figure 3. Notice that the settled experiments have fitted \(\beta\) values that are furthest away from our theoretically predicted value of 1/3. In these experiments, the fluid front separates from the particle front(s) and blends in with the incline making it difficult to track (see Figure 4a). There is strong agreement between theoretical predictions and our non-settled experimental results and we suspect that we would find better agreement for the settled experiments with either a different fluid color or a different front tracking method for settled experiments. One factor that may have had an impact on our fitted values is the presence of edge drag. Although we cropped our experimental videos to minimize its impact on our analysis, edge drag was present to varying degrees in every constant volume experiment depicted in Figure 3 and could also have been a source of the slight deviations of our results from theoretical predictions. In Figure 5a, we present our experimental data against the best fit line for the \((\chi, \alpha) = (0.389, 50^\circ)\) experiment. For most constant volume experiments, the data fits well with the fitted equations as seen in this figure. When we fit for \(\beta\) values with larger error, the experimental data does not align with the fitted equation as well as it does in Figure 5a. We generally find that the fitted experimental front positions agree, within error, with the theoretically predicted behavior.

![Figure 4](image-url)

**Figure 4.** Processed video screenshots of the slurry flowing down the track. The light green and blue dots track the front position of the glass beads and ceramic beads, respectively. Throughout the course of our study, we experimented with various colored backgrounds that provided the best contrast between the fronts and the background color. We settled with a green background but present one of our early background color trials (a white background) in (a) for two reasons: (1) to show how the clear fluid blends in with the background making the fluid front difficult to track and (2) because this specific experiment produced the most symmetric and clear example of a settled slurry. Note that the first image in (a) only includes green dots since distinct fronts had not yet emerged in the experiment.

![Table 2](image-url)

**Table 2.** The six constant flux experiments presented in Figure 3 along with the observed regime and the total volume fraction of the fluid, \(\phi\).

<table>
<thead>
<tr>
<th>(\chi)</th>
<th>(\alpha)</th>
<th>Regime</th>
<th>(\phi)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.389</td>
<td>0.5</td>
<td>settled</td>
<td>0.45</td>
</tr>
<tr>
<td>0.389</td>
<td>0.5</td>
<td>settled</td>
<td>0.25</td>
</tr>
<tr>
<td>0.889</td>
<td>0.5</td>
<td>well-mixed</td>
<td>0.45</td>
</tr>
<tr>
<td>0.889</td>
<td>0.5</td>
<td>well-mixed</td>
<td>0.25</td>
</tr>
<tr>
<td>0.889</td>
<td>0.5</td>
<td>well-mixed</td>
<td>0.45</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(\chi)</th>
<th>(\alpha)</th>
<th>Regime</th>
<th>(\phi)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.389</td>
<td>0.5</td>
<td>settled</td>
<td>0.45</td>
</tr>
<tr>
<td>0.389</td>
<td>0.5</td>
<td>settled</td>
<td>0.4</td>
</tr>
<tr>
<td>0.389</td>
<td>0.5</td>
<td>settled</td>
<td>0.45</td>
</tr>
</tbody>
</table>

Table 3. Fitted \(\beta\) values for each of the experiments presented in Figure 3 with their respective errors (95% confidence intervals). Theoretically, we expect our values to be around 1/3.
Constant flux: front tracking and regime classification

We conducted eight constant flux experiments at different $\chi$, $\alpha$, and $\phi$ values, as shown in Figure 6. In each experiment we investigated the emergence of regimes, the front position, and film thickness (in the next section).

Unsure
the total volume fraction $\phi$ do have an effect on the regime produced. To see the regime classification of each of the experiments in Figure 6, see Table 4. The transient well-mixed regime occurred frequently (half of our constant flux slurries were classified as well-mixed), indicating that some of the experiments may have ended prematurely. A longer track would allow our slurry to flow further and might lead to different regime classification in these experiments. We find that, similar to the constant volume experiments, large $\phi$ and $\alpha$ values produce a ridged regime while small corresponding values produce a settled regime for constant flux slurries. We also find that varying volume fraction ratio, $\chi$, alone does not have a significant impact on regime formation of constant flux experiments; this contrasts with our findings that this parameter does have a significant impact on the regime formation of constant volume experiments.

<table>
<thead>
<tr>
<th>$\chi$</th>
<th>$\alpha$</th>
<th>0.376</th>
<th>0.378</th>
<th>0.880</th>
<th>0.889</th>
</tr>
</thead>
<tbody>
<tr>
<td>20°</td>
<td>settled</td>
<td>well-mixed</td>
<td>settled</td>
<td>well-mixed</td>
<td></td>
</tr>
<tr>
<td></td>
<td>($\phi = 0.25$)</td>
<td>($\phi = 0.45$)</td>
<td>($\phi = 0.25$)</td>
<td>($\phi = 0.45$)</td>
<td></td>
</tr>
<tr>
<td>50°</td>
<td>well-mixed</td>
<td>ridged</td>
<td>well-mixed</td>
<td>ridged</td>
<td></td>
</tr>
<tr>
<td></td>
<td>($\phi = 0.25$)</td>
<td>($\phi = 0.45$)</td>
<td>($\phi = 0.25$)</td>
<td>($\phi = 0.45$)</td>
<td></td>
</tr>
</tbody>
</table>

Table 4. The eight constant flux experiments presented in Figure 6 along with the observed regime and the total volume fraction of the fluid, $\phi$.

In addition to the regime formation we investigated the fluid front position of constant flux bidensity slurries. For these experiments we again attempted to fit the front position of our fluid to an equation of the form $x(t) = ct^\beta + k$ for some constants $c$, $k$, and $\beta$ where we now expect our $\beta$ value to be 1. We present our fitted $\beta$ values in Table 5, where we see that the $\beta$ values centered around 1. We obtain loose agreement with theoretical predictions, with the settled experiment $(\chi, \alpha) = (0.376, 20°)$ producing the result furthest from our predictions. Again, this is likely due to the fluid front being difficult to track once it separates from the particle front(s). We suspect that using a non-clear fluid or a different fluid front tracking method would produce stronger agreement in this settled experiment. Similar to the constant flux experiments, edge drag may also have been a source of the slight deviations of our experimental results from theoretical predictions. To see an example fitted equation plotted against experimental data for a constant flux experiment, see Figure 5b. Notice that because we expect our front position to be linear (and we see linear behavior in the experimental data presented in Figure 5b), if we fit the front position data to some equation $x(t) = ct + k$, then $c$ is the front speed of the slurry. For the $(\chi, \alpha) = (0.378, 50°)$ constant volume experiment (presented in Figure 5b), fitting to the linear equation produces a front speed of $0.22 \pm 0.8$ cm/s. As future work, we plan to use shock theory and numerical simulations to simulate the front velocity of the slurry and validate those numerical results against the experimentally found front velocities of the constant flux experiments presented in this paper.

<table>
<thead>
<tr>
<th>$\chi$</th>
<th>$\alpha$</th>
<th>0.376</th>
<th>0.378</th>
<th>0.880</th>
<th>0.889</th>
</tr>
</thead>
<tbody>
<tr>
<td>20°</td>
<td>0.76 ± 0.3</td>
<td>0.90 ± 0.1</td>
<td>0.96 ± 0.1</td>
<td>0.91 ± 0.03</td>
<td></td>
</tr>
<tr>
<td>50°</td>
<td>1.1 ± 0.1</td>
<td>0.93 ± 0.09</td>
<td>1.18 ± 0.08</td>
<td>1.08 ± 0.09</td>
<td></td>
</tr>
</tbody>
</table>

Table 5. Fitted $\beta$ values for each of the experiments presented in Figure 6 with their respective errors (95% confidence intervals). We expected our values to be around 1.

One interesting phenomenon that we saw in our experiments is presented in Figure 7. We noticed a folding-over phenomenon in constant flux experiments for large inclination angles and total volume fractions but never in other experiments. It was also only observed between fingers in these experiments (fingers correspond to the individual streaks of fluid that run down the track) and became most prominent towards the bottom of the track. For example, in the $(\chi, \alpha) = (0.889, 50°)$ experiment, we observed the phenomenon starting to form in the corresponding image of Figure 6 which, after some time, developed more prominently into what we present in the right image of Figure 7.
Figure 7. Two images of folding-over phenomenon occurring in constant flux experiments with large $\alpha$ and $\phi$. Both images are zoomed in images from constant flux experiments with the left one corresponding to $(\chi, \alpha) = (0.378, 50^\circ)$ and the right one corresponding to $(\chi, \alpha) = (0.889, 50^\circ)$.

**Constant flux: film thickness**

To track the film thickness of the experiments presented in Figure 6, we implemented the film thickness tracking technique explained in the Methods and Procedures section. According to theory, we expect a distinct film thickness profile for each regime. We present the thickness of our fluid at four different times to show the evolution of the thickness for each of the three regimes in Figures 8, 9, and 10. We estimate the error in the measured film thickness to be about 0.5 mm (the film thickness should be smooth because of surface tension but error is introduced because of the resolution of our images). The sequences of images in Figures 8, 9, and 10 are characteristic of the thickness results for the settled, well-mixed, and ridged regimes, respectively.

In most cases, we found that the settled and well-mixed film thicknesses were similar: the smallest thickness was found at the front of the fluid and it increased after the front until a certain point where it would approximately plateau. This behavior is most clearly seen in the rightmost graph of Figures 8 and 9 although this behavior can also be seen in the other three graphs in the same figures. Considering the resolution of our images and surface tension, it is not surprising that we observe similar height profiles for the settled and well-mixed regimes. For the settled regime we expect to observe three distinct plateaus which correspond to the three fronts while for the well-mixed regime we expect to observe a constant height wherever slurry is present due to the constant flux initial condition. The lack of three distinct plateaus in the settled regime is likely due to the resolution of our images while the lack of a single plateau in the well-mixed regime is likely due to surface tension. The ridged regime exhibits significantly different behavior than the other two: a tall leading ridge forms and is followed by an approximately constant plateau. This behavior agrees with the behavior of constant volume ridged slurries.

Figure 8. Film thickness of a constant flux slurry in the settled regime as it flows down an inclined track, with 30 seconds between consecutive graphs. These graphs correspond to the $(\chi, \alpha) = (0.880, 20^\circ)$ experiment in Figure 6. The zero position is taken to be the location where the slurry starts to flow. Zero film thickness corresponds to positions on the track without slurry.
Figure 9. Film thickness of a constant flux slurry in the well-mixed regime as it flows down an inclined track, with 1 minute between consecutive graphs. These graphs correspond to the \((\chi, \alpha) = (0.378, 20^\circ)\) experiment in Figure 6. The zero position is taken to be the location where the slurry starts to flow. Zero film thickness corresponds to positions on the track without slurry.

Figure 10. Film thickness of a constant flux slurry in the ridged regime as it flows down an inclined track, with 1 minute between consecutive graphs. These graphs correspond to the \((\chi, \alpha) = (0.889, 50^\circ)\) experiment in Figure 6. The zero position is taken to be the location where the slurry starts to flow. Zero film thickness corresponds to positions on the track without slurry.

CONCLUSIONS
In this work we extended the existing literature on bidensity slurries flowing down an incline by analyzing both constant volume and constant flux initial conditions. We explicitly presented fitted fluid front positions and showed loose agreement with theoretical predictions \((\sim t^{1/3}\) for constant volume and \(\sim t^{1}\) for constant flux). Regime results were also presented for both initial conditions and showed that regardless of the initial condition, large particle volume fractions and inclination angles led to a ridged slurry while small corresponding values led to a settled slurry. The ratio of lighter particles to total particles, \(\chi\), was shown to sometimes affect the regime of a constant volume slurry but had no effect on the regime of constant flux slurries, although a longer track would be required in future investigations to confirm this. Height profiles (film thicknesses) for constant flux initial conditions were similar for the settled and well-mixed regimes—a thin front increased into an approximate plateau—while the ridged regime exhibited distinct behavior—a tall leading ridge decreased into an approximate plateau.

ACKNOWLEDGMENTS
This work was funded by NSF grants DMS-1312543 and DMS-1659676. AB and CF were also funded by Simons Math + X Investigator Award number 510776. JB and AP were additionally funded by NSF grant CCF-1422795. MRL acknowledges the support of the Natural Sciences and Engineering Research Council of Canada (NSERC) [funding reference number PDF-502-479-2017]. Cette recherche a été financée par le Conseil de recherches en sciences naturelles et en génie du Canada (CRSNG) [numéro de référence PDF-502-479-2017].
REFERENCES


ABOUT THE STUDENT AUTHORS
All undergraduate authors either currently attend or have graduated from the University of California, Los Angeles. Dominic Diaz graduated in June 2019 with a B.S. in Applied Mathematics and Physics and is currently pursuing a Ph.D. in Applied Mathematics at Cornell University. Jessica Bojorquez graduated in June 2018 with a B.S. in Mathematics in Computation and is currently a software engineer for Raytheon in Los Angeles, CA. Josh Crasto graduated in June 2018 with a B.S. in Applied Mathematics and is currently a software engineer for Macquarie Bank in Houston, TX. Margaret Koulikova graduated in June 2019 with a B.S. in Applied Mathematics and Statistics and is currently pursuing a Masters in Financial Mathematics at the University of Chicago. Tameez Latib will graduate in June 2020 with a B.S. in Applied Mathematics and Computer Engineering. Aviva Prins graduated in June 2019 with a B.S. in Applied Mathematics and is currently pursuing a Ph.D. in Computer Science at University of Maryland, College Park. Andrew Shapiro graduated in Winter 2019 with a B.S. in Applied Mathematics and is currently pursuing a Ph.D. in Statistics at UCLA. Clover Ye graduated in June 2018 with a B.S. in Applied Mathematics and Psychology and is currently pursuing a Masters in Mathematics at New York University.

PRESS SUMMARY
Particle-laden slurries persist in various settings, whenever particles are mixed or transported within a fluid. Here we investigate the properties of slurries with two particle species of different density mixed within a viscous fluid on an incline. We investigate two initial conditions—constant volume (a fixed amount of mixture) and constant flux (mixture being continuously pumped onto the incline)—and how they affect the phenomena that arise while flowing down the incline. Specifically, we fit for the position of the front of the fluid, fit for the thickness of the fluid (for the constant flux condition), and classify the qualitative features of the flow based on the location of the highest concentration of particles. These findings show that for both initial conditions the qualitative features of the flow can vary drastically depending on the number of particles within the mixture and the incline angle.
APPENDIX: FRONT POSITION AND FILM THICKNESS CODES

We present a pseudocode for how we compute the front position of each individual fluid and particle front in Algorithm 1. In front tracking experiments, we placed the camera above the incline with the lens face parallel to the incline. Our track had a middle section for the slurry to flow down and a left section with equally-spaced measurement lines (see Figure 11a, a well-mixed slurry flowing down the incline). We present the cropped and rotated image of the slurry and measurement lines in Figure 11b. We present the same image with RGB values converted to HSV values and example clicks to find the maximum and minimum HSV values for each front in Figure 11c. For a settled slurry, the user should click 10-15 times for each distinct front.

Figure 11. Images used in our front tracking code. (a) is an unprocessed image of the slurry flowing down the incline with measurement lines next to the slurry. (b) is a rotated and cropped version of (a). (c) is the same as (b) but with RGB values converted to HSV values and example clicks.

We present a pseudocode for how we compute the film thickness (height profile) of our slurries in Algorithm 2. To see example images that the code uses, see Figure 12. In these experiments, the camera must be in the same position for the ref_image, cal_image, and experimental video—next to the incline, with the camera lens face perpendicular to the incline so that the camera can pick up the laser line deflection due to the calibration object and the slurry.

Figure 12. Images used in the height profile (film thickness) code. The three images are all taken from the same position and the slurry in (c) is flowing from right to left.
Algorithm 1 Front Position

1: function FRONT_POSITION(video,n,m)
2:     input: video of the slurry moving down the track (Figure 11a)
3:     n number of frames to split the video into
4:     m number of fronts to process
5:     output: position of the front(s) over time
6: function PROCESS_VIDEO(video,n,m)
7:     split the video into n equally-spaced frames
8:     for i = 1, ..., n do
9:         rotate i th frame such that the flow direction is pointing left
10:        crop i th frame to only include the track and measurement lines (Figure 11b)
11:        save i th frame as frame(i)
12:     output: frame(1), ..., frame(n)
13: function IDENTIFY_FRONT(frame(1), ..., frame(n), n, m)
14:     for i = 1, ..., m do
15:         click at about 10-15 points in the i th front in frame(n) (Figure 11c)
16:         store the maximum and minimum HSV color value for i th front
17:     for i = 1, ..., n do
18:         let p = the number of horizontal pixel rows in frame(i)
19:         for j = 1, ..., m do
20:             for k = 1, ..., p do
21:                 find left-most pixel in the k th pixel row of frame(i) within j th HSV range
22:                 save x-position (horizontal pixel position) of left-most pixel to P_x(i, j, k)
23:             average P_x(i, j, k) over the third index and save averages into P_x(i, j)
24:     output: P_x(i, j)
25: function CONVERSION_AND_PLOT(frame(n))
26:     prompt user to click on the measurement lines in frame(n)
27:     assign length measurement to each measurement line click (0 cm, 5 cm, . . .)
28:     interpolate between clicks such that each pixel is assigned a length value
29:     convert P_x(i, j) from pixels to centimeters using result from previous line
30:     output: P_x(i, j) in centimeters
Algorithm 2 Film Thickness

1: function \texttt{film\_thickness}(video, ref\_image, cal\_image, time\_start, time\_end, time\_step) 
2: \hspace{1em} \textbf{input:} video video of the experiment (Figure 12c) 
3: \hspace{2em} ref\_image image of laser beam on the clean track (Figure 12a) 
4: \hspace{2em} cal\_image image of laser beam with calibration object (Figure 12b) 
5: \hspace{2em} time\_start time when slurry front enters frame of video in seconds 
6: \hspace{2em} time\_end time when slurry front leaves frame of video in seconds 
7: \hspace{2em} time\_step time between frame samples in seconds 
8: \hspace{1em} \textbf{output:} film thickness in millimeters 

9: function \texttt{calibration}(ref\_image, cal\_image) 
10: \hspace{1em} extract undeflected laser line position from ref\_image using pixel intensity 
11: \hspace{1em} linearly fit undeflected laser line position 
12: \hspace{1em} prompt the user to click the top of the calibration object in cal\_image 
13: \hspace{1em} compute the pixel distance between the laser line fit and click 
14: \hspace{1em} equate calibration object thickness (in mm) and pixel distance for conversion factor 
15: \hspace{1em} \textbf{output:} pixels\_to\_mm pixels to mm conversion factor 

16: function \texttt{height}(video, ref\_image, time\_start, time\_end, time\_step, pixels\_to\_mm) 
17: \hspace{1em} Split video into \( n = \frac{(time\_end - time\_start)}{time\_step} \) frames 
18: for \( i = 1, \ldots, n \) do 
19: \hspace{1em} rotate \( i^{th} \) frame and ref\_image so that laser line is horizontal 
20: \hspace{1em} detect undeflected laser line position in ref\_image using pixel intensity 
21: \hspace{1em} detect laser line position in \( i^{th} \) frame using pixel intensity 
22: \hspace{1em} compute laser line deflection in pixels between ref\_image and \( i^{th} \) frame 
23: \hspace{1em} convert laser line deflection to mm using pixels\_to\_mm 
24: plot the laser line deflection in mm as the film\_thickness 
25: \hspace{1em} \textbf{output:} film\_thickness in millimeters
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ABSTRACT
It is often the case when assessing the goodness of fit for an ARMA time series model that a portmanteau test of the residuals is conducted to assess residual serial correlation of the fitted ARMA model. Of the many portmanteau tests available for this purpose, one of the most famous and widely used is a variant of the original Box-Pierce test, the Ljung-Box test. Despite the popularity of this test, however, there are several other more modern portmanteau tests available to assess residual serial autocorrelation of the fitted ARMA model. These include two portmanteau tests proposed by Monti and Peña and Rodríguez. This paper focuses on the results of a power analysis comparing these three different portmanteau tests against different fits of ARMA - derived time series, as well as the behavior of the three different test-statistics examined when applied to a real-world data set. We confirm that for situations in which the moving average component of a fitted ARMA model is underestimated or when the sample size is small, the portmanteau test proposed by Monti is a viable alternative to the Ljung-Box test. We show new evidence that the Peña and Rodríguez test may also be a viable option for testing for residual autocorrelation in cases where the sample size is small.
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INTRODUCTION
In many situations in statistics, data used for statistical modeling is required to obey the assumption of independence, as is often the case in variants of regression analysis and analysis of variance. However, there are endless examples of real-world scenarios where such an assumption is invalid and the data display autocorrelation with respect to time, such as in financial and agricultural data. This is often the case in time series, which are defined by data being collected periodically over time, and we may denote one as \(Y_t\) for \(t = 1, ..., T\) where \(T\) is the total number of observations of the time series.\(^1\) In the case where the data is quite simple in structure and seasonal variations are not present, it suffices to model autocorrelated data with an autoregressive-moving average model (denoted as ARMA(p, q) where p and q are the orders of the autoregressive and moving average components of the fitted ARMA model respectively) which can be written as:\(^2\)

\[
Y_t = \sum_{j=1}^{p} \phi_j Y_{t-j} + \sum_{k=1}^{q} \theta_k e_{t-k} + e_t
\]

Equation 1.

Where \(e_t\) denotes the errors of the fitted ARMA model and \(\phi_1, ..., \phi_p\) and \(\theta_1, ..., \theta_q\) are the corresponding parameters which are estimated using Conditional Least Squares, Method of Moments, or Maximum Likelihood methods.\(^1, 2\)
When fitting the above data, we require that 1) the error terms $e_t$ be independent and identically distributed Gaussian white noise terms (e.g., normally distributed with mean 0 and variance $\sigma^2$), and 2) weak stationarity of the time series $Y_t$. It is this first assumption which we will be assessing in our power analysis.

Note that, in theory, the goodness of fit for a particular ARMA model fit to a time series $Y_t$ can be assessed by the validity of the first assumption. If the ARMA model is a sufficient fit for the time series, then it will take into account all serial autocorrelation present in the data, including autocorrelation of the data to its own past values and any current and past values of the stochastic term $e_t$.\(^1\)

Much of this paper aims to confirm the findings of Safi and Al-Reqep’s research on the power of portmanteau tests.\(^3\) In this paper, we additionally seek to provide evidence that the Peña and Rodríguez test for residual autocorrelation is suitable for small sample sizes. We will now present three autocorrelation tests which assess this lack of fit.

**METHODS AND PROCEDURES**

**Autocorrelation Tests for ARMA Models.**

Autocorrelation is tested for using portmanteau tests as they are powerful for detecting deviations from independence. Each of the following portmanteau tests described in this paper test the lack of fit of an ARMA model by measuring the residual autocorrelation present after fitting the model to the time series data. Furthermore, the null and alternative hypothesis for each of the following tests can be written as follows:\(^4\),\(^6\),\(^7\)

$H_0$: The errors of the fitted ARMA model are independently distributed

$H_A$: The errors of the fitted ARMA model are not independent; they display serial autocorrelation

Arguably the most popular of the three different portmanteau tests examined for this power analysis is the Ljung-Box test. The test statistic for the Ljung-Box test is:\(^4\)

$$Q = n(n + 2) \sum_{k=1}^{h} \frac{r_k^2}{n-k}$$

Equation 2.

Here, $n$ denotes the sample size, $h$ is the number of lags being tested, and $r_k$ is the residual autocorrelation at lag $k$. Ljung and Box showed that for residuals derived from a fitted ARMA($p$, $q$) model, $Q$ is asymptotically distributed as $\chi^2$ with $h - p - q$ degrees of freedom.\(^4\)

A similar test was proposed by Monti, and is quite similar to the Ljung-Box test statistic, although the residual autocorrelation at lag $k$ is replaced by the residual partial autocorrelation at lag $k$. The test statistic for the portmanteau test proposed by Monti can be denoted as:\(^6\)

$$M = n(n + 2) \sum_{k=1}^{h} \frac{\pi_k^2}{n-k}$$

Equation 3.

Here, $n$ denotes the sample size, $h$ is the number of lags being tested, and $\pi_k$ is the residual partial autocorrelation at lag $k$. Monti showed that for residuals derived from a fitted ARMA($p$, $q$) model, $M$ is asymptotically distributed as $\chi^2$ with $h - p - q$ degrees of freedom.\(^6\)

The last test being examined in this paper is one which was proposed in Peña and Rodríguez. The test statistic for this portmanteau test, which follows the same null and alternative hypotheses specified above, can be written as:\(^7\)
\[ D_m = n[1 - |R_m|^{1/m}] \]  
\hspace{1cm} \text{Equation 4.} 

Where \( n \) is the sample size. Here, \( R_m \) refers to the residual correlation matrix of dimension \( m \), which can be written as:

\[ R_m = \begin{bmatrix} 1 & r_1 & \cdots & r_m \\ r_1 & 1 & \cdots & r_{m-1} \\ \vdots & \vdots & \ddots & \vdots \\ r_m & r_{m-1} & \cdots & 1 \end{bmatrix} \]  
\hspace{1cm} \text{Equation 5.} 

Where \( r_m \) is the residual autocorrelation at lag \( m \). Peña and Rodríguez showed that for relatively large sample sizes, \( D_m \) is approximately distributed as Gamma with mean \((m+1)/2 - (p+q)\) and variance \((2m+1)(m+1)/3m - 2(p+q)\).\(^7\)

Keeping these three different tests in mind, we will now briefly define power for a binary hypothesis test, and how an estimate for the power of each of the above tests can be derived via Monte Carlo simulation. Then, we will move on to the execution and results of the power analysis.

**Power for a Binary Hypothesis Test.**

Recall the hypotheses being tested by the above portmanteau tests (see Introduction), and let \( \lambda \) denote the power of the above test against the alternative hypothesis \( H_A \). Then we can define the power of the above hypothesis test as:

\[ \lambda = P(\text{Reject } H_0 | H_A \text{ is true}) \]  
\hspace{1cm} \text{Equation 6.} 

One problem that this paper seeks to address is the derivation of an estimate for \( \lambda \) for each of the above portmanteau tests. A reasonable method of achieving such an estimate is to model the probability of the portmanteau test rejecting the null hypothesis \( H_0 \) given the alternative hypothesis \( H_A \) is true by a Bernoulli distribution (and thus, the simulation of such trials as a Bernoulli process).

Hence, if one simulates \( n \) time series derived from an ARMA(p, q) process and models the simulated time series using an ARMA(p*, q*) model (such that the ARMA(p*, q*) model is an underfit of the ARMA(p, q) process), then the power of each of the above portmanteau tests can be estimated by calculating the proportion of times that the test correctly rejects the null hypothesis \( H_0 \) for the underfitted model.\(^1\) Let \( X_i \) equal 1 if the \( i^{th} \) application of the portmanteau test correctly classifies the ARMA(p*, q*) model as an underfit, and 0 otherwise. Then a reasonable estimate for \( \lambda \) would be:

\[ \hat{\lambda} = \frac{1}{n} \sum_{i=1}^{n} X_i \]  
\hspace{1cm} \text{Equation 7.} 

Hence, the sampled \( X_i \) are independently and identically distributed random variables such that:

\[ X_i = \begin{cases} 
1 & \text{w/ probability } \lambda \\
0 & \text{w/ probability } 1 - \lambda 
\end{cases} \]  
\hspace{1cm} \text{Equation 8.}
Note that the above estimation is valid only for modeling the derived ARMA(p, q) process with an underfitting model. Therefore, we must know that the alternative hypothesis is true, else we would not obtain a valid estimate of the portmanteau test’s power. This is because a model which is a proper fit (or even a model which suffers from overfitting) for the derived ARMA(p, q) process would theoretically be able to sufficiently model all serial autocorrelation present in the data, causing the p-value of the corresponding portmanteau test to inflate and thereby making it less likely that we would reject \( H_0 \).\(^1\) Therefore, this condition is required to be satisfied if we are to obtain an accurate estimate of \( \lambda \).

**Execution of Power Analysis in R.**

The execution of the power analysis in R consisted of using a custom built R function which allowed for the simulation of an ARMA(p, q) process with specified length and model fit.

The methods employed in the power analysis were as follows. The Ljung-Box, Monti, and Peña and Rodríguez portmanteau tests were conducted on either White Noise, AR(1), or MA(1) fits. These models were fitted against an ARMA(p, q) derived process with specified length and parameters which were generated randomly according to a uniform distribution \( U(-1, 1) \) for each combination of \( N \) and \( k \). These are shown in the corresponding tables below in Results. For this simulation study, only AR(2), MA(2) and ARMA(1, 1) derived processes were considered. Sample sizes \( N = 30, 100, 300 \) were used in this simulation as the goal was to investigate small to moderate sample sizes. Number of lags \( k = 5, 10, 15 \) were investigated as Safi and Al-Reqep showed that high number of lags resulted in a decrease in power.\(^3\) Furthermore, 10,000 replications were used for each simulated process in order to achieve an estimate for the power of the corresponding portmanteau test accurate to four significant digits and also for the purpose of improving upon the accuracy from Safi and Al-Reqep’s study.\(^3\) Such power estimates were calculated using the theoretical approach outlined above in Methods and Procedures and generally align with the methods from Safi and Al-Reqep’s simulation study.\(^3\) All models were fitted to the corresponding derived ARMA(p, q) process using a Conditional Sum of Squares - Maximum Likelihood approach. This method is very similar to the power analysis conducted by Fisher, Monti, and Peña and Rodríguez.\(^1,6,7\)

**RESULTS**

**Power Analysis.**

Below are the results of the power analysis for the derived AR(2), MA(2), and ARMA(1, 1) processes. Note that in Tables 1, 2, and 3 (displayed below), \( N \) denotes the length of the derived process, \( k \) denotes the number of lags used to calculate the test statistics of the three portmanteau tests, \( \phi_1, \phi_2, \theta_1, \) and \( \theta_2 \) denote the parameters of the derived ARMA(p, q) process, and \( \hat{\lambda}_{D_m}, \hat{\lambda}_M, \) and \( \hat{\lambda}_Q \) denote the corresponding estimates for the power of the Peña and Rodríguez, Monti, and Ljung-Box tests.

<table>
<thead>
<tr>
<th>Model Fit</th>
<th>( N )</th>
<th>( k )</th>
<th>( \phi_1 )</th>
<th>( \phi_2 )</th>
<th>( \theta_1 )</th>
<th>( \theta_2 )</th>
<th>( \hat{\lambda}_{D_m} )</th>
<th>( \hat{\lambda}_M )</th>
<th>( \hat{\lambda}_Q )</th>
</tr>
</thead>
<tbody>
<tr>
<td>White Noise</td>
<td>30</td>
<td>5</td>
<td>.1860</td>
<td>N/A</td>
<td>.8632</td>
<td>N/A</td>
<td>.9471</td>
<td>.9446</td>
<td>.7096</td>
</tr>
<tr>
<td>AR(1)</td>
<td>30</td>
<td>5</td>
<td>.1860</td>
<td>N/A</td>
<td>.8632</td>
<td>N/A</td>
<td>.6437</td>
<td>.6140</td>
<td>.3955</td>
</tr>
<tr>
<td>MA(1)</td>
<td>30</td>
<td>5</td>
<td>.1860</td>
<td>N/A</td>
<td>.8632</td>
<td>N/A</td>
<td>.1116</td>
<td>.1032</td>
<td>.1079</td>
</tr>
<tr>
<td>White Noise</td>
<td>100</td>
<td>10</td>
<td>-.6639</td>
<td>N/A</td>
<td>.1716</td>
<td>N/A</td>
<td>.9936</td>
<td>.9811</td>
<td>.9873</td>
</tr>
<tr>
<td>AR(1)</td>
<td>100</td>
<td>10</td>
<td>-.6639</td>
<td>N/A</td>
<td>.1716</td>
<td>N/A</td>
<td>.0613</td>
<td>.0686</td>
<td>.0688</td>
</tr>
<tr>
<td>MA(1)</td>
<td>100</td>
<td>10</td>
<td>-.6639</td>
<td>N/A</td>
<td>.1716</td>
<td>N/A</td>
<td>.7051</td>
<td>.5755</td>
<td>.6488</td>
</tr>
<tr>
<td>White Noise</td>
<td>300</td>
<td>15</td>
<td>-.1472</td>
<td>N/A</td>
<td>.3672</td>
<td>N/A</td>
<td>.8286</td>
<td>.6452</td>
<td>.6015</td>
</tr>
<tr>
<td>AR(1)</td>
<td>300</td>
<td>15</td>
<td>-.1472</td>
<td>N/A</td>
<td>.3672</td>
<td>N/A</td>
<td>.1499</td>
<td>.1119</td>
<td>.1183</td>
</tr>
<tr>
<td>MA(1)</td>
<td>300</td>
<td>15</td>
<td>-.1472</td>
<td>N/A</td>
<td>.3672</td>
<td>N/A</td>
<td>.0644</td>
<td>.0662</td>
<td>.0689</td>
</tr>
</tbody>
</table>

Table 1. Power Analysis Results for ARMA(1,1) Derived Process
We can see from the above that the portmanteau test proposed by Monti had an estimated power better than or similar to that of the Ljung-Box test on several occasions, the most notable of these being when either the moving average component of the derived ARMA(p, q) process was underestimated or when the sample size and lag used for testing was sufficiently small (e.g., N = 30 and k = 5, respectively). These results agree with those obtained by Monti.

Furthermore, in 7 out of the 9 cases in which the derived ARMA(p, q) process had a large sample size and lag used for testing was high (e.g., N = 300 and k = 15), the results of the power analysis for the portmanteau test suggested by Monti continued to outperform that of the Ljung-Box test.

The results of the power analysis for the Ljung-Box test meanwhile, were quite mixed. Although the Ljung-Box test tended to have an estimated power greater than that of Monti’s portmanteau test for occasions when the number of lags used for testing and the sample size of the derived ARMA(p, q) process was moderately large (e.g., N = 100 and k = 10), the Ljung-Box test was almost always outperformed by Peña and Rodríguez’s portmanteau test, regardless of sample size, number of lags used for testing, or type of derived process. Indeed, in 24 of the 27 simulations run for the power analysis, the portmanteau test suggested by Peña and Rodríguez had an estimated power greater than that of the Ljung-Box test.

However, the results seen in the performance of the portmanteau test suggested by Peña and Rodríguez compared to that of the Ljung-Box test are not surprising for the sample sizes which were greater than or equal to 100, and further support the results originally obtained by Peña and Rodríguez. What should be noted though, is that in 6 of the 9 cases tested in which the derived ARMA(p, q) process had a small sample size and the number of lags used for testing was also small (e.g., N = 30 and k = 5), the portmanteau test proposed by Peña and Rodríguez outperformed the other two portmanteau tests (e.g., had greater estimated power).
Applied example: Sheep.

In order to show the results of the power analysis in an applied context, we performed a time series analysis of a real data set. The data set, Sheep, is of the total annual sheep population (1000s) in England and Wales from 1867 to 1939 ($N = 73$). Firstly, an initial visual inspection of the time series was performed in order to address the requirement of weak stationarity prior to fitting any ARMA models to the data.

![Figure 1. Sheep data visualization. The top graph shows a time series plot of the data which exhibits a negative linear trend and the bottom graph shows the differenced time series which appears to be stationary.](image)

The time series plot of the data shows a general decreasing linear mean trend. Hence, the data was stationarized in order to satisfy the assumptions of fitting an ARMA(p, q) model to the time series. It is clear from the second plot that we successfully stationarized the sheep data by taking the first difference of the time series. We can now safely examine the autocorrelation function (ACF) and partial autocorrelation function (PACF) in order to conduct ARMA(p, q) modeling of the differenced data.

Judging from the plots of the ACF and PACF in Figure 2, an AR(2) model was found to be the most likely candidate for modeling the differenced time series as a higher order AR model would likely be an overfit of the data. From the power analysis, it was found that for moderately large sample sizes (e.g., $N \geq 100$), the Peña and Rodríguez test often has greater statistical power compared to the Monti and Ljung-Box tests. Therefore, we expected that the portmanteau test proposed by Peña and Rodríguez would be the most conservative in testing for residual autocorrelation of fitted ARMA models to the differenced Sheep data (likely followed by the Ljung-Box test and Monti’s portmanteau test).

![Figure 2. ACF and PACF plots showing the AR(2) model as the most likely candidate.](image)

Table 4 shows the estimated coefficients for each of the ARMA models fit to the differenced Sheep time series data. The Akaike Information Criterion (AIC) is included to give an idea of the goodness of fit for each model relative to that of the others. A smaller AIC value indicates a better fit. It can be noted that the ARMA(2,1) model has the lowest AIC out of all of the models considered and therefore is the model (out of the subset of ARMA fits considered) which best fits the differenced Sheep time series. Note that the white noise model has the highest AIC of all the ARMA models considered and therefore is the model which has the worst relative fit to the data.
Figure 2. Residual Autocorrelation Analysis of Differenced Sheep Time Series Data.

<table>
<thead>
<tr>
<th>Model Fit</th>
<th>$\hat{\phi}_1$</th>
<th>$\hat{\phi}_2$</th>
<th>$\hat{\theta}_1$</th>
<th>$AIC$</th>
</tr>
</thead>
<tbody>
<tr>
<td>AR(1)</td>
<td>.3734</td>
<td>N/A</td>
<td>N/A</td>
<td>832.71</td>
</tr>
<tr>
<td>MA(1)</td>
<td>N/A</td>
<td>N/A</td>
<td>.4798</td>
<td>828.83</td>
</tr>
<tr>
<td>AR(2)</td>
<td>.5348</td>
<td>-.3873</td>
<td>N/A</td>
<td>824.82</td>
</tr>
<tr>
<td>ARMA(1,1)</td>
<td>.0671</td>
<td>N/A</td>
<td>.4267</td>
<td>830.75</td>
</tr>
<tr>
<td>ARMA(2,1)</td>
<td>.9150</td>
<td>-.5454</td>
<td>-.4553</td>
<td>822.70</td>
</tr>
<tr>
<td>White Noise</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>841.12</td>
</tr>
</tbody>
</table>

Table 4. Results of Sheep data model fits.

For this example, we considered three types of models: "good" models (models of adequate fit, which we will define as those below the 50th percentile of AIC scores i.e. ARMA(2,1), AR(2), and MA(1)), "not so good" models (models of obvious underfit, which we will define as those above the 50th percentile of AIC scores i.e. ARMA(1,1) and AR(1)), and White Noise models (e.g., models of a Gaussian stochastic process).

<table>
<thead>
<tr>
<th>Model Fit</th>
<th>$p_{Pm}^*$</th>
<th>$p_{M}^*$</th>
<th>$p_{Q}^*$</th>
<th>Overall Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>AR(1)</td>
<td>.0123</td>
<td>.0637</td>
<td>.0168</td>
<td>Inconclusive</td>
</tr>
<tr>
<td>MA(1)</td>
<td>.0630</td>
<td>.1769</td>
<td>.1776</td>
<td>No Residual Autocorrelation Detected</td>
</tr>
<tr>
<td>AR(2)</td>
<td>.1548</td>
<td>.4670</td>
<td>.5120</td>
<td>No Residual Autocorrelation Detected</td>
</tr>
<tr>
<td>ARMA(1,1)</td>
<td>.0193</td>
<td>.1244</td>
<td>.1313</td>
<td>Inconclusive</td>
</tr>
<tr>
<td>ARMA(2,1)</td>
<td>.4560</td>
<td>.6759</td>
<td>.7042</td>
<td>No Residual Autocorrelation Detected</td>
</tr>
<tr>
<td>White Noise</td>
<td>.0004</td>
<td>.0040</td>
<td>.0001</td>
<td>Residual Autocorrelation Detected</td>
</tr>
</tbody>
</table>

Table 5. Results of Portmanteau Tests of Sheep Data Models.

Table 5 shows the p-values corresponding to each of the portmanteau tests considered against each of the ARMA models applied to the differenced Sheep time series data. It was found that for the AR(1) model, at a significance level of 5% and specified number of lags set to 10, Peña and Rodríguez’s portmanteau test and the Ljung-Box test both detected sig-
significant residual autocorrelation in the fitted model while the portmanteau test suggested by Monti failed to detect any significant residual autocorrelation.

Furthermore, it was found that for the MA(1), AR(2), and ARMA(2,1) models, at a significance level of 5% and specified number of lags set to 10, all of the portmanteau tests failed to detect any significant residual autocorrelation for these fitted models. The ARMA(2,1) model was found to be one of the "good" models for the fitted data, so as expected, none of the portmanteau tests found any significant residual autocorrelation for this model.

Additionally, for the ARMA(1,1) model, at a significance level of 5% and specified number of lags set to 10, the portmanteau test suggested by Peña and Rodríguez resulted in the rejection of the null hypothesis and therefore detected significant residual autocorrelation in the fitted ARMA model, while the rest of the portmanteau tests failed to detect any significant residual autocorrelation.

Lastly, the white noise model, at a significance level of 5% and specified number of lags set to 10, was found to have significant residual autocorrelation present by all three portmanteau tests. This was expected as the results from Table 3 showed all of the portmanteau tests have high estimated power for testing underfitting white noise models.

DISCUSSION

From the power analysis, it was found that Monti’s portmanteau test had an estimated power better than or similar to that of the Ljung-Box test when either the moving average component of the derived ARMA(p, q) process was underestimated or when the sample size (and lag used for testing) were sufficiently small. These results support those originally obtained by Monti and those by Safi and Al-Reeqq.6 Even for higher sample sizes and increased lag, Monti’s portmanteau test continued to fare better than that of the Ljung-Box test.

Meanwhile, the estimated power for the Ljung-Box test compared to that of Peña and Rodríguez’s portmanteau test was quite poor, and had an estimated power greater than Peña and Rodríguez’s portmanteau test in only 3 of the 27 simulations conducted. For large sample sizes, Peña and Rodríguez found similar results,7 but our power analysis demonstrated that Peña and Rodríguez’s portmanteau test still had sufficiently high estimated power for a majority of the cases where the sample size (and number of lags used for testing) was small. This expands upon the findings of Safi and Al-Reeqq as their paper does not discuss Peña and Rodríguez’s original test statistic as a viable option in this situation.3 These results are quite surprising, as Peña and Rodríguez showed that the approximate convergence of their $D_m$ test statistic to the Gamma distribution with mean $(m + 1)/2 - (p + q)$ and variance $(2m + 1)(m + 1)/3m - 2(p + q)$ is quite slow and often lacking in power for small sample sizes.7 These results challenge that idea, as although Peña and Rodríguez’s portmanteau test was shown to suffer from reduced power on a few occasions in which the sample size was small, the estimated power of Peña and Rodríguez’s portmanteau test was still close to that of the portmanteau test suggested by Monti (which in turned fared better than the Ljung-Box test for 6 of the 9 simulations in which the sample size and lag used for testing was small).

CONCLUSIONS

In summary, our results confirm that the portmanteau test proposed by Monti is a viable alternative to the Ljung-Box test for when either the moving average component of the fitted ARMA model is underestimated or when sample size is small. However, for time series with small to moderate sample sizes, the portmanteau test proposed by Peña and Rodríguez may be considered, as this portmanteau test performed well for all sample sizes examined.

Furthermore, the time series analysis of the Sheep data supports the results found in our initial power analysis of the portmanteau tests considered in this paper, and this is evident in the results of the goodness of fit tests performed on the ARMA(p, q) models fit to the data. We can see that for when a possible moving average component was underestimated, Monti’s portmanteau test was more conservative, and overall, gave results similar to that of the Ljung-Box
test, while Peña and Rodríguez’s portmanteau test was the most conservative with regards to all of the non white-noise model fits (see Table 5 above). Moreover, we provide evidence that the original test statistic proposed by Peña and Rodríguez may be suitable for sample sizes as small as 30, contradicting the initial findings of Peña and Rodríguez as well as Safi and Al-Reqep.3,7

Future work regarding this subject matter should investigate further applications of the portmanteau tests considered in this study. Furthermore, the theory of these portmanteau tests extends to testing for conditional heteroscedasticity in raw time series data (e.g., checking for the presence of GARCH effects in an otherwise stochastic time series process). There seems to be very little statistical literature regarding applying Monti’s and Peña and Rodríguez’s portmanteau tests to this task.
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PRESS SUMMARY
When modeling autocorrelated data such as time series, it is often required to check how well the model describes the data. One such way to do this is to apply statistical tests called portmanteau tests. Our paper compares the statistical power, or the proportion of times a statistical test correctly rejects a null assumption, for three different portmanteau tests. We show that there is noticeable improvement in statistical power for two more modern portmanteau tests compared to the commonly used Ljung-Box test.
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ABSTRACT
Primordial Germ Cell (PGC) migration occurs in early embryonic development and is highly conserved across taxa. PGC migration occurs within the first 24 hours post fertilization (hpf) in zebrafish, making the organism an efficient model for observing the migration pathway. Proper PGC migration is necessary for normal gonad development and, in some species, sex determination. Disruption of this process leads to defects in gonad formation and abnormal sex determination and differentiation. Studies show that endocrine-disrupting chemicals such as bisphenol A (BPA) disrupt PGC migration in zebrafish. BPA is an estrogenic compound that has been linked to a variety of human diseases, including various cancers, diabetes, reproductive disorders, obesity, and cardiovascular diseases. It is one of the most widely used synthetic compounds worldwide, as it is used to make polycarbonate plastics. Many studies provide evidence of the harmful effects of BPA on living organisms. In response, manufacturers have started to use replacements such as bisphenol F (BPF) and bisphenol S (BPS). However, due to their structural similarity, it is likely that BPF and BPS are just as harmful to organisms as BPA. In this study, we use antibody staining and immunofluorescence microscopy to confirm that BPA exposure results in abnormal PGC migration in zebrafish embryos, as previously studied, and to illustrate that BPF and BPS exposure results in similar PGC migration defects.
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INTRODUCTION
Primordial germ cell migration and sex determination in zebrafish
Primordial germ cells (PGCs) are precursor cells that eventually develop into gametes in sexually-reproducing organisms. PGC migration is a process common among vertebrates and invertebrates, including the common model organisms Xenopus, Drosophila, and Danio rerio. A study comparing mechanisms of PGC migration in Mus musculus, Danio rerio, and Drosophila melanogaster found that although there is variation among the species, it appears that some molecular mechanisms are conserved for PGC migration and maintenance. A number of genes involved in PGC migration are conserved across phyla, indicating that the process is similar in different organisms including those indicated above. Early in vertebrate development, PGCs migrate from the primary ectoderm to the gonadal ridge where they later develop into gametes. PGC migration is directed by chemical cues secreted by somatic cells. The process is tightly regulated as the pathway that PGCs use to travel to the gonad goes through different tissues. Migration occurs between embryonic weeks 4 and 6 in humans, between embryonic days 8 and 10 in mice, and within 24 hpf (hours post fertilization) in zebrafish. As zebrafish do not have specific sex chromosomes, sex determination in zebrafish is likely the result of gonadal gene expression, environmental factors, and the presence of PGCs at the gonadal ridge. Therefore, PGC migration and their presence at the gonadal ridge are an important factor in sex determination and eventual differentiation in zebrafish. Defects in the PGC migration pathway have been shown to have adverse effects in zebrafish, including improper gonad formation and infertility. Vasa, an RNA binding protein, is used as a marker for germ cells due to its role in germ cell determination and function. By analyzing PGCs in zebrafish fixed at 24 hpf, we can see a baseline of where germ cells are normally localized and compare this to when embryos are treated with a particular bisphenol.
Bisphenols in the environment
Bisphenols are synthetic plasticizers that are used in the production of polycarbonate plastics. Bisphenol A (BPA) is a known endocrine-disrupting chemical (EDC) whose estrogenic effects were first observed in 1936. In the 1950s, it was found that BPA could be used to make polycarbonate plastics and it became one of the most widely used synthetic compounds worldwide, despite its estrogenic effects. Bisphenols have been linked to a variety of human diseases, including various cancers, diabetes, reproductive disorders, obesity, and cardiovascular diseases. The greatest source of human exposure to BPA is leaching of the chemical from everyday household items, including food and beverage containers, thermal receipt paper, and medical devices. Although BPA is biodegradable, trace amounts of BPA are found even in treated wastewater and background concentrations exist in the aquatic environment.

Effects of endocrine-disrupting chemicals (EDCs) on organisms
Organisms are much more vulnerable to the adverse effects of EDCs in-utero and during the early stages of development, as early developmental processes are tightly regulated by many factors including chemical signaling. Exposure to BPA (an estrogen mimic) during development has been found to lead to reproductive disorders, birth defects, and brain malformations in mammals such as mice and humans. Human fetal testis tissue, particularly Leydig cells, have been reported to be a major target of BPA. Concentrations as low as 10 nM were shown to reduce human fetal Leydig cell function, supporting that BPA has estrogenic effects on organ systems and that embryonic exposure is problematic. Zebrafish share many developmental processes with humans and can therefore provide insight into the potential effects of EDCs in humans. Prior studies have demonstrated that exposure to BPA at doses as low as 0.001 μM negatively impact zebrafish reproductive health. In 2017, researchers found that higher levels of BPA exposure in zebrafish can cause a reduction in egg production and reduce chances of fertilization. Because BPA exhibits a non-monotonic dose-response curve, trace BPA concentrations in aquatic environments can still have adverse effects on aquatic organisms.

Due to potential health concerns, Canada (2009), USA (2010), and the European Union (2011) prohibited the use of BPA in the manufacture of polycarbonate feeding bottles for infants. That being said, the Food and Drug Administration (FDA) has only restricted the use of BPA in baby bottles, sippy cups, and packaging for infant formula. Therefore, consumer concern has pushed companies to replace BPA in other products—it is often replaced with other bisphenols, such as bisphenol F (BPF) and bisphenol S (BPS). Bisphenols share structural similarities, indicating that they may have similar estrogenic effects in organisms (Figure 1).

Figure 1. Structures of bisphenols A, F, and S.

All three bisphenols in this study (BPA, BPF, and BPS) are shown to have neurological, metabolic, endocrine, and reproductive effects on organisms. A 2018 study showed that exposure to BPA disrupts differentiation of human-derived neural progenitor cells. In regards to BPS, exposure to the chemical during development causes precocious neurogenesis in the zebrafish hypothalamus and is associated with hyperactive behavior in zebrafish. Another study found that exposure to BPF during development affects gonadotropin-releasing hormone neurons in zebrafish through an estrogen-mediated pathway. BPA, BPF and BPS were all found to affect the transcription levels of genes for neurotransmitter-metabolizing enzymes in female rats when exposed during development. In regards to metabolism, studies show that all three bisphenols are associated with obesity in some context. In a 2019 study, perinatal exposure to BPA in male rats showed that BPA acts as an obesogen as it induced obesity and increased food intake. There is evidence that BPA exposure during critical periods of development can cause epigenetic changes that are related to the onset of obesity. The estrogenic potency of BPF and BPS are both in the same order of
magnitude as BPA and all three bisphenols show the same amount of inhibitory hormonal signaling in adipocytes. Another study found that both BPS and BPA enhance adipocyte differentiation, and that BPS (a common BPA replacement) is an even stronger adipogen than BPA. BPF is also associated with higher risk of obesity in children and adolescents. These bisphenols are known to have endocrine effects as well: a 2017 study found that all three transactivate estrogen receptors (ERs) in zebrafish. BPS also alters estradiol-induced non-genomic signaling in rat pituitary cells; this disrupted signaling may result in cell death. A 2016 study using both in-vivo and in-vitro studies showed that BPA, BPS, and BPF all upregulate Aromatase B, a key enzyme in estrogen synthesis, in the brains of developing zebrafish. In a study analyzing the effects of BPA, BPF, and BPS on gene expression in fetal Leydig cells, all three were found to reduce the expression of key genes in testosterone synthesis, further illustrating the estrogenic mimicry of these chemicals. Another study showed that when adult zebrafish were exposed to 0.002, 0.02, and 0.2 µM BPS, maternal exposure to BPS greater than 0.02 µM caused delayed egg hatching and developmental delays in offspring. Lastly, a 2013 study showed that exposure to BPA during the first 24 hpf results in abnormal PGC migration in zebrafish embryos. The current study illustrates that exposure to BPS and BPF also results in abnormal PGC migration in zebrafish.

Bisphenol A and Danio rerio primordial germ cell migration
Fish are particularly sensitive to the presence of EDCs, due to the environmental and epigenetic cues influencing sex determination and differentiation. Exposure of zebrafish embryos to 17-alpha-ethinylestradiol (EE2) showed that estrogen receptors play a role in PGC migration. Bisphenols are especially of concern, as their wide commercial use causes them to be ubiquitous in the environment and they operate as sex hormone mimics that can alter essential developmental processes. A 2013 study looked at the effects of BPA on PGC migration in zebrafish and found that BPA exposure during the first 24 hpf at concentrations of 17.5 µM and 35 µM caused an increased number of PGCs compared to controls and caused PGCs to migrate to ectopic locations. Failure of PGCs to reach the gonadal ridge leads to defects in sex determination and gonadal differentiation. Different geographical regions have various amounts of BPA in the environment. Areas near waste treatment plants have varying amounts of BPA, from not detectable to 1.6 µM in some, to maximum amounts of 36.8 µM and 45.1 µM in others, while tap water was found to have a maximum concentration of 5.7 µM. That being said, because BPA exhibits a non-monotonic dose-response curve, the relationship between dosage and effect may be nonlinear. In this study, we exposed embryos to published concentrations of BPA (17.5 µM and 35 µM) that are known to cause abnormal PGC migration in zebrafish during the first 24 hpf to act as a positive control, and to ensure that fluorescent immunocytochemistry is an effective method for visualizing PGC migration in zebrafish. We exposed embryos to an intermediate dose of BPF and BPS to evaluate whether or not these replacement bisphenols have similar effects on PGC migration as BPA. 25 µM was chosen as the intermediate dosage between two known BPA doses that disrupt PGC migration in zebrafish (17.5 µM and 35 µM). For both BPF and BPS-treated embryos, we expected to see migration patterns similar to those of BPA at similar doses.

METHODS AND PROCEDURES

Fish maintenance
Zebrafish were purchased from local pet stores throughout Rochester, NY. Zebrafish were introduced to the housing system and allowed to acclimate to the water and room conditions for two weeks. Experimentation was reviewed and approved by the Institutional Animal Care and Use Committee at St. John Fisher College (IACUC Protocol #61). Females and males were kept together in tanks that had a constant flow of system water. System water was maintained at 27-29 °C with a salinity between 1400-1600 microsiemens, which was checked every other day. The pH level was kept between 6.9-7.4 and was measured twice per week. The fish were kept on a 14 hour light/10 hour dark schedule and fed twice daily. The fish were fed with live brine shrimp (Utah Red Shrimp from Artemac L.L.C) and either Zebrafish select diet (Aquaneering) or flake food (Ocean Star International freshwater aquarium flake food).

Breeding and embryo collection
Zebrafish embryo collection chambers were created using pipette boxes, with yarn attached to the holes in the top of the box, simulating aquatic plants. The holes allowed embryos to fall into the chamber so they were not consumed by adults. Collection chambers were added to tanks the night prior to collection. After giving the zebrafish one hour for mating, collection chambers were removed from the tanks. Embryos were sorted and dead or unhealthy embryos were then removed.

Endocrine-disrupting chemical exposure
Within the first hour after fertilization, 3-5 embryos were added to each well of a 24-well plate. Embryos were split into five different treatment groups throughout six different experiments. All embryos were incubated with 998 µL of system water and 2 µL of either ethanol or an EDC. Vehicle control embryos were exposed to 2 µL of ethanol. BPA, BPF, and BPS groups were exposed to 2 µL of each chemical, respectively. Final concentrations were low dose BPA-treated (17.5 µM in ethanol), high dose...
BPA-treated (35 µM in ethanol), BPF-treated (25 µM in ethanol), and BPS-treated (25 µM in ethanol). All stock solutions were made in ethanol and stored in the dark to protect from light degradation. The embryos were allowed to grow for 24 hours at 28 °C. After 24 hours, if more than two embryos were dead in any well, the embryos in that well were not used for analysis of PGC migration.

Fluorescent microscopy
After EDC or vehicle treatment for the first 24 hpf, embryos were then transferred to 1 mL centrifuge tubes. Bisphenol solutions were removed and replaced with 4% paraformaldehyde (PFA). Embryos were then kept in a refrigerator at 4 °C. Embryos were washed the following day with 100% methanol and placed in 100% methanol at -20°C for long term storage. Before staining, embryos were dechorionated using surgical tweezers and a Leica dissecting microscope (#S8APO). The staining procedure began with three 30 minute 500 µL washes in a phosphate-buffered saline (PBS)/1% triton X-100 solution at room temperature. Next, embryos received two one-hour washes and two 5 minute washes, each using 500 µL of blocking buffer containing PBS/1% triton X-100 with 10% goat serum. Embryos were then placed in a solution containing 2 µL of primary antibody (rabbit anti-vasa, Abcam #ab209710) added to 298 µL of blocking buffer (1:150 dilution). Primary antibody incubations were done overnight with gentle rotation on an orbital shaker at 4 °C. Following the primary antibody incubations, embryos underwent three one-hour washes in 500 µL of blocking buffer at room temperature. Next, embryos received six 10 minute washes with PBS/1% triton X-100 at room temperature. Finally, 3 µL of secondary antibody (goat-anti-rabbit IgG-FITC, Santa Cruz # sc-2012) were added to 297 µL of blocking buffer (1:100 dilution) for incubation with the embryos. Secondary antibody incubations were done overnight with gentle rotation on an orbital shaker at 4 °C. Following the secondary antibody incubations, embryos underwent three 10 minute washes with 500 µL of PBS/1% triton X-100 at room temperature. Embryos were then placed onto concave slides with minimal buffer and visualized using a Leica fluorescent microscope while avoiding light exposure to prevent fading of FITC. Embryos were visualized with a 10X objective and photographs were taken using the Q-Capture Pro 7 program (Figure 2).

Data and Statistical Analysis
After visualization, the embryos were categorized into either normal (clustered) or abnormal (dispersed) groups for statistical analysis (Table 1). Through the use of Social Science Statistics software, Fisher’s Exact tests were ran on experimental groups to see if they were significantly different from control, as well as to see if there was a significant difference between bisphenols (Table 2).

RESULTS
Control embryos visualized under the microscope showed a clustered localization pattern, as expected (Figure 2, A and B). For the purposes of this study, “dispersed localization” was defined as any localization of PGCs significantly different from control. These embryos demonstrated a non-clustered pattern with visible spacing between cells. Embryos were categorized into either normal (clustered at the gonadal ridge) or abnormal (dispersed). After visualization, specific distances were not quantified. Fluorescent microscopy with BPF and BPS-treated embryos showed a similar PGC staining pattern as BPA-treated embryos, which served as a positive control (Figure 2). The majority of bisphenol-treated embryos showed dispersed PGC localization when compared to control (Table 1). Percentages of dispersed localization are also represented graphically (Figure 3). BPA, which is known to cause dispersed PGC migration, served as our positive control and was also compared to BPS and BPF-treated groups (Table 2).
**Figure 2.** BPA, F, and S representative staining patterns. A and B) Control embryos, C) 17μM BPA-treated, D) 35 μM BPA-treated, E and F) 25 μM BPF-treated, G and H) 25 μM BPS-treated.

**Table 1.** Treatments, number of embryos per treatment, and percentage of embryos with dispersed migration. Data are representative of six experiments using fluorescent immunocytochemistry.

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Number of embryos</th>
<th>Dispersed migration (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vehicle Control</td>
<td>31</td>
<td>2/31 (6%)</td>
</tr>
<tr>
<td>Positive Control: 17.5 μM BPA</td>
<td>38</td>
<td>31/38 (81.5%)</td>
</tr>
<tr>
<td>Positive Control: 35 μM BPA</td>
<td>31</td>
<td>31/31 (100%)</td>
</tr>
<tr>
<td>25 μM BPF</td>
<td>32</td>
<td>26/32 (81%)</td>
</tr>
<tr>
<td>25 μM BPS</td>
<td>32</td>
<td>29/32 (91%)</td>
</tr>
</tbody>
</table>
Figure 3. Percentage of embryos with dispersed PGC migration in each experimental group.

<table>
<thead>
<tr>
<th></th>
<th>Vehicle Control</th>
<th>17.5 μM BPA</th>
<th>35 μM BPA</th>
<th>25 μM BPF</th>
<th>25 μM BPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>25 μM BPF</td>
<td>SS</td>
<td>NS</td>
<td>NS</td>
<td>--</td>
<td>NS</td>
</tr>
<tr>
<td>25 μMBPS</td>
<td>SS</td>
<td>NS</td>
<td>NS</td>
<td>NS</td>
<td>--</td>
</tr>
<tr>
<td>17.5 μM BPA</td>
<td>SS</td>
<td>--</td>
<td>NS</td>
<td>NS</td>
<td>NS</td>
</tr>
<tr>
<td>35 μM BPA</td>
<td>SS</td>
<td>NS</td>
<td>--</td>
<td>NS</td>
<td>NS</td>
</tr>
</tbody>
</table>

Table 2. Statistical significance of differences between groups. Fisher’s Exact tests were done between treatment groups. “NS” indicates the difference is not statistically significant. “SS” indicates the difference is statistically significant. A dash indicates that the test was not done. All tests were done using p-value < 0.01.

Data and statistical analysis showed that the differences between all bisphenol-exposed groups and vehicle control were statistically significant (Table 2). No statistically significant difference was found when comparing bisphenol-exposed groups to each other, illustrating that BPA, BPS, and BPF all have similar effects on PGC migration in zebrafish embryos.

DISCUSSION
The existence of EDCs in the environment is the result of human activity, as EDCs are not produced naturally. The ecological implications of releasing bisphenols into the environment are not yet fully understood. Bisphenols A, F, and S are known to disrupt a variety of processes in many organisms. A 2014 study found that embryonic BPS exposure at 0.004, 0.04, and 0.4 μM
caused zebrafish sex ratios to be skewed towards females.\textsuperscript{31} Another study found that germline-deficient zebrafish developed as phenotypic males without germ cells and were therefore unable to reproduce.\textsuperscript{7} Based on this information, it is possible that wild populations would see skewed sex ratios and infertility from bisphenol exposure, hurting the species’ chances of survival—especially in the presence of other selective pressures. A 2013 study found that doses of BPA 1-4 magnitudes of order lower than a commonly used lowest observed adverse effect level (LOAEL) tested in traditional toxicology assessments of 50 mg/kg/day can have adverse effects on animals.\textsuperscript{32} It is logical to predict that due to their structural similarities, BPA replacements BPF and BPS may have similar low dose effects. Not only does this have ecological implications, but it likely affects human health as well, since manufacturers continue to use bisphenols. Further research on the effects and mechanisms of these EDCs would contribute to the literature that can be used to persuade lawmakers to enforce the use of safer alternatives, to reduce environmental and consumer exposure, and to create more effective waste management policies.

The mechanism of EDC action that disrupts PGC migration is not understood and could involve many different parameters within either the PGCs, the somatic cells of the gonad, or both. It is likely that aromatase plays a key role in the mechanism of action of bisphenols, as this is the key enzyme in estrogen synthesis. In a 2014 study, simultaneous exposure to BPA and fadrozole (an aromatase inhibitor) showed inhibition of BPA-induced effects.\textsuperscript{14} This may indicate that BPA requires aromatase in order to cause abnormalities. Furthermore, a 2016 study that looked at the effects of inhibiting aromatase alone found that the manipulation of the aromatase system during the critical period of sexual differentiation is responsible for a complete and irreversible alteration of the process of gonadal differentiation in zebrafish.\textsuperscript{33} Therefore, aromatase plays an essential role in sexual differentiation in zebrafish and may be a target of bisphenols in inducing PGC migration defects.

CONCLUSIONS

We report that bisphenols F and S cause abnormal PGC migration patterns in zebrafish, similar to those of BPA. After conducting antibody staining and fluorescent microscopy on BPF and BPS-treated embryos, it appears that neither BPF nor BPS are suitable replacements for BPA, as they all disrupt PGC migration at similar exposure levels. BPA, BPF, and BPS are all compounds with adjoined phenolic rings, differing in the identity of the functional group connecting the two rings (Figure 1). It is likely that the phenolic rings, common among the three different compounds, have a similar biochemical function. However, the exact mechanism by which bisphenols cause these effects is unknown. It is important to note that bisphenols are not the only endocrine-disrupting chemicals that affect PGC migration. Embryonic exposure to estrogenic EDCs nonylphenol and endosulfan also disrupted normal PGC migration.\textsuperscript{34} It is likely that the chemical cues secreted from somatic cells, that direct PGC migration, are interrupted by nonylphenol and endosulfan.\textsuperscript{34} Bisphenol exposure may also interrupt this signaling, causing abnormal migration.

Insight on the mechanism of BPA and its analogues would be useful in learning how to provide safe alternatives to these plasticizers. Goals for expanding on our results include examining other bisphenols to study how their functional groups relate to PGC migration. Bisphenol G is of particular interest due to its additional functional groups attached to the two trademark phenolic rings found in most bisphenols. Bisphenol BP is also of interest because it has two extra phenolic rings. Knowing if small differences in chemical structure cause significant differences in effects on organisms could also help find safer alternatives to BPA. The use of fadrozole, an aromatase inhibitor, has been utilized to prevent the activity of BPA in various systems and its use in preventing altered PGC migration could also be explored. Finally, decreasing to nanomolar exposure concentrations would help to determine the point of effect drop-off.

It is also important to consider that in the environment, exposure to EDCs is variable. It is unlikely that organisms are exposed to a constant amount of a single EDC for a fixed amount of time; therefore, it is likely that organisms have a time period in which they can recover from exposure.\textsuperscript{32} Few studies evaluate the ability of zebrafish to recover from EDC-induced effects, therefore more research could be done to see if the effects of certain estrogenic EDCs are reversible.
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PRESS SUMMARY
This project was done to analyze the effects of BPF and BPS on primordial germ cell (PGC) migration in zebrafish embryos. Zebrafish are a commonly used model organism and are an excellent model for analyzing the effects of EDCs. Proper PGC migration is necessary in vertebrates, including humans, for proper gonad formation. BPA has been shown to cause abnormal PGC migration in zebrafish embryos. BPS and BPF are commercial plasticizers often used as replacements for BPA. Numerous reports have demonstrated the negative effects of BPA exposure on organisms including zebrafish, mice, and humans. However, work describing the impacts of BPF and BPS are still emerging. Because all three bisphenols share structural similarities, it is possible that they have similar effects on PGC migration. This study illustrates that at similar doses to BPA, BPF and BPS cause abnormal PGC migration in zebrafish embryos.
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ABSTRACT
Alcohol use among adolescent females has significantly increased in the United States with young women drinking alcohol at the same rate as young men. One potential treatment strategy that could help sustain alcohol abstinence is Environmental Enrichment (EE). Environmental enrichment is a process concerning the stimulation of the brain by one's physical and social surrounding, which promotes non-drug reinforcement alternatives (e.g. voluntary exercise) supporting drug abstinence. Thus, the primary focus of this study was to investigate the effect of EE on ethanol (ETOH) abstinence in adolescent female rats. All adolescent female rats, starting on postnatal day 30, had 24-h access to 2%, then 4%, and then 6% ethanol concentrations. At the end of the four weeks, the environmental conditions were switched (EE to NEE and NEE to EE) and the 6% ethanol measure was repeated. We found that EE significantly reduced ethanol consumption for adolescent female rats compared to controls. Further, the removal of EE opportunities resulted in a significant increase in ethanol consumption. Collectively, the results suggest that access to enriched life conditions are important in facilitating alcohol abstinence in adolescent female rats.

KEYWORDS
Adolescent Females; Alcohol Consumption; Environmental Enrichment; Alcohol Use Disorder; Treatment Strategy; Alcohol Abstinence; Ethanol; Adolescent Female Rats

INTRODUCTION
Alcohol use among young women has significantly increased in the United States within recent years. Young women are now drinking alcohol at similar rates as young men, suggesting that differences in consumption of alcohol for males and females has dramatically narrowed. For example, thirty-seven percent of ninth grade girls—averaging at about 14 years old—report drinking in the past month, surpassing the percentage rate reported for ninth grade boys. Unfortunately, the increased use of alcohol in young women can set the stage for development of an alcohol use disorder (AUD) later in life. According to the National Institute of Health, AUD is a chronic relapsing brain disease characterized by compulsive alcohol use, loss of control over alcohol intake, and a negative emotional state when not using. Given the recent upward trend of AUDs among adolescent females, it is important that substance abuse animal research examine possible treatment strategies that may be effective for treating adolescent female alcohol abuse.

One promising treatment strategy that has shown to support drug abstinence is environmental enrichment. Environmental Enrichment (EE) can be defined as the non-contingent delivery of alternative non-drug rewards such as food, social interaction, novelty objects and voluntary physical activity either in the presence of drug (concurrent) or in the absence of drug (non-concurrent). Access to nondrug alternatives can impede or prevent acquisition and decrease drug-maintained responding. For example, given the choice between drug and other types of rewards (e.g., toys or social interaction) they will typically prefer the alternative rewards over drug. Further, the removal of such non-drug alternatives may also result in increased drug taking.

To date, research has provided promising evidence that EE may indeed support drug abstinence in male animal populations. Access to EE can prevent the acquisition of drug taking and decrease drug responding in male rats. For example, male animal studies have shown that EE reduces cocaine and heroin’s reinforcing effects when concurrently available with the drug. However, there is a paucity of research concerning EE as a possible treatment strategy for substance abuse in female animal populations. To our knowledge, there have been no studies examining EE as a possible treatment method for alcohol consumption in adolescent female rats. Therefore, the current study examined a novel approach by implementing an EE treatment strategy that may help support alcohol abstinence in adolescent female rats.
Our primary focus was to investigate the effects of exposure and loss of EE on ethanol (ETOH) consumption in adolescent female rats. During phase one, adolescent female rats were either placed in the EE or in standard non-enriched cages (NEE) with both groups having access to ETOH. For both groups, adolescent female rats were given 2% ETOH for one week, then increased to 4% for another week and finished with 6% over the span of two weeks. At the end of the fourth week, we switched the groups (phase two) where female rats that were originally in the EE were now placed into the NEE and rats that were first in the NEE were given access to the enriched environment. We hypothesized that both groups of adolescent female rats would show significantly less ETOH consumption while in the EE condition, than in the NEE condition. If these results were to be observed then this would lend support for the implementation of EE as a strategy to facilitate alcohol abstinence in adolescent female rats.

METHODS AND PROCEDURES

Subjects
Twenty Sprague-Dawley adolescent female rats weighing between 300 and 350 g were used as subjects for both phases of the experiment. Estrous levels in free cycling females were not assessed. Each rat was housed in a climate-controlled environment ranging from 70.0-72.0 degrees Fahrenheit with constant access to water and Lab Rat Chow was provided during all phases of the experiment. Each rat was individually housed under a reversed 12-hour light: dark cycle (lights on at 19:00 h). This study complied with the guidelines of the National Institute of Health guide for the care and use of laboratory animals and was conducted in accordance with the SUNY Cortland’s Institutional Animal Care and Use Committee ethics protocol (IACUC Protocol #43).

Environmental Enrichment
Every female adolescent rat was provided a standard cage, 25 × 20 × 15 \text{ cm}^3 for the NEE and 60 × 38 × 20 \text{ cm}^3 for the EE (depending upon experimental phase). The EE contained running wheels, a 10-cm diameter tunnel, ladders, treats, and two additional objects that were rotated daily, such as a jingly ball, paper roll, and a dog chew toy. The components and procedure of rotating objects daily within enrichment cages, are similar to those used in other enrichment studies that have shown effects of the treatment.\textsuperscript{8,20-22}

Procedure
The procedure consisted of two four week phases. During phase 1, starting on postnatal day 30, adolescent female rats were assigned to either the EE (n = 10) or NEE (n = 10) with a 14-oz drinking bottle containing an ascending series of ethanol concentrations placed on their home cages 24 hours per day (continuous access). Twenty female rats were exposed to different concentrations of ETOH by a fade-in procedure (Table 1). This procedure gradually introduces the rats to the ETOH solutions that provide a measure of volitional intake under restrictive conditions.\textsuperscript{21} This fade-in series started with 2% ETOH for the first seven days, followed by 4% for the next seven days and then 6% for 14 days. Bottles were weighed to the nearest 0.1g at the same time daily. At the end of the fourth week, we switched the groups (phase 2) where female rats that were in the EE were now placed into the NEE (EE-NEE) and rats that were in the NEE were given access to the enriched environment (NEE-EE). During phase 2, all rats had continued access to 6% for 14 days.

<table>
<thead>
<tr>
<th>Experimental Groups: (EE → NEE vs. NEE → EE)</th>
<th>Week 1</th>
<th>Week 2</th>
<th>Weeks 3 &amp; 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phase 1: Ethanol Exposure</td>
<td>2%</td>
<td>4%</td>
<td>6%</td>
</tr>
<tr>
<td>Duration</td>
<td>7 Days</td>
<td>7 Days</td>
<td>14 Days</td>
</tr>
<tr>
<td>Phase 2: Switched</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ethanol Exposure</td>
<td>6%</td>
<td>6%</td>
<td>N/A</td>
</tr>
<tr>
<td>Duration</td>
<td>7 Days</td>
<td>7 Days</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Ascending series of ETOH concentrations administered during phases 1 and 2.
Statistical Analysis
The dependent variable consisted of the amount of ethanol consumption (6%) by the female rats across both phases. The independent variables were environmental history (NEE or EE) and groups (EE→NEE vs. NEE→EE). A two-way ANOVA with group (between-subjects) and environmental history (repeated measures) was conducted comparing the mean 6% ETOH consumption amounts in the EE and NEE conditions for both EE→NEE and NEE→EE groups. Differences were considered significant at the p<0.05 level. Standard error bars are indicated in Figure 1. All statistical analyses were conducted using IBM Statistical Package for Social Sciences (SPSS) 26 software.

RESULTS
A two-way ANOVA with group (between-subjects) and environmental history (repeated measures) as factors was conducted comparing the mean 6% ETOH consumption amounts in the EE and NEE conditions for both EE→NEE and NEE→EE groups. The 6% ETOH consumption over 14 days for the EE→NEE female adolescent rats during the NEE condition yielded a mean of 17.73 ± 2.16 grams (g), while the 6% ETOH consumption over 14 days for the EE→NEE group during the EE condition led to a mean of 5.40 ± 0.93(g). The 6% ETOH consumption over 14 days for the NEE→EE rats during the NEE condition yielded a mean of 19.71 ± 2.45(g), while the 6% ETOH consumption over 14 days for this same group led to a mean of 7.54 ± 1.23(g). (Figure 1). For both EE→NEE and NEE→EE groups, there was a significant effect of environmental history $[F(1, 39) = 16.59, p < .01]$. However, there were no significant effects for group $[F = 3.59, p > .05]$ or group by environmental history interaction $[F = 0.89, p > .05]$.

DISCUSSION
The current study examined a possible treatment method for supporting alcohol abstinence in adolescent female rats. We found that EE exposure led to significantly less consumption of ethanol for both female groups, while loss of EE led to a significant increase in ethanol intake. The results suggest that having access to EE opportunities while alcohol is readily available may be an effective treatment strategy for promoting decreased ethanol consumption in adolescent female rats. A possible explanation for this finding is that the introduction of rewarding stimulation experienced in the enriched environment might have reduced the reinforcing effects of the ethanol through a behavioral contrast mechanism. Behavioral contrast refers to a change in the rate of reinforcement on one component of a concurrent schedule produces an opposite change in the rate of response on another component creating an inverse relationship. For example, a change to a high reinforcement rate in one schedule component typically results in a lower response rate in the other schedule component. A relevant example for the current experiment is when environmental enrichment studies provide concurrent access to alternative reinforcement (e.g. toys and treats) while the drug is...
made readily available for consumption and a decrease in drug use is observed. 

Likewise, in the current experiment, EE was provided concurrently with ethanol availability that led to a decrease in ethanol consumption by adolescent female rats. Notable to mention is that we observed the treatment effect of EE while rats were isolated and given concurrent access to ethanol. Previous research has demonstrated that social interaction is an important component of EE on decreasing drug consumption. For example, studies have shown that when rats are housed in groups within the EE condition, they show significantly decreased drug consumption. Indeed, previous research has demonstrated that social isolation is a stressful condition for rodents and therefore, may lead to an increase in drug consumption. However, the current study’s results suggest that EE is still a viable treatment option for reducing ethanol consumption even when placed in the stressed-induced condition of social isolation.

An important aspect of the current study was to examine the changes in adolescent female ethanol consumption after loss of EE stimulation. Previous research has shown that the removal of non-drug alternatives results in the behavioral resurgence of drug responding or an increase in drug taking. Furthermore, in humans, researchers have suggested a link between the removal of alternative, reinforcing events and increases in drug intake or instances of behavioral resurgence after periods of abstinence. For example, researchers examined data from a Health and Retirement study in order to explore the relationship between involuntary job loss and smoking intensity, as well as, relapse in abstinent smokers. They found that involuntary job loss contributed significantly to elevated levels of smoking in individuals who already smoked. Furthermore, risk of relapse doubled after job loss in ex-smokers. Similarly, we found that loss of access to non-drug alternatives (EE) led to a significant increase in ethanol consumption for adolescent female rats. Thus, the common feature that both the current and previous studies all demonstrate is that when stimulation or reward is derived from a source other than the drug itself (enrichment), there is a reduction in the reinforcing effects of the drug(s), thereby supporting abstinence. Further, when non-drug alternative rewards are no longer being delivered, a behavioral resurgence of drug use could be the result.

One possible neural mechanism whereby EE may produce its effect on ethanol consumption in adolescent female rats is by disrupting neural circuits in areas involved in ethanol taking. For example, researchers have found that EE housing reduced the incentive value of novelty and the reinforcing properties of ETOH that are mediated by the mesocorticolimbic dopaminergic reward system. The disruption of neural circuitry by EE is supported by other studies that found EE rats previously trained to self-administer cocaine and after cue-induced relapse tests for cocaine had activated cFos protein in the mesocorticolimbic system to a lesser extent than in NEE animals. Brain alterations in neural pathways associated with alcohol abuse suggests that EE may play a disruptive role in the neural mechanisms associated with alcohol consumption. Further, this may help explain how the concurrent introduction of rewarding stimulation (EE), may have the effect of reducing the reinforcing effects of ethanol through the contrast mechanism described above.

Previous male animal studies that delivered alternative non-drug rewards such as, food, novelty objects, and voluntary physical activity in the presence of drug found that access to nondrug alternatives led to a decrease in drug-maintained responding. Similarly, the current study found that when adolescent female rats were provided access to EE alternatives there was a reduction in ethanol consumption. Therefore, EE may also be an effective treatment strategy for substance abuse when implemented in female populations.

One limitation to the present study is that we did not assess estrous levels in freely cycling adolescent female rats, while in the EE or NEE conditions. Increased estrogen levels have been shown to be related to increased alcohol use in females. However speculative, it may be that EE disrupts the estrogenic effects that contribute to female’s increased sensitivity to the rewarding effects of alcohol. In part, this possible explanation could account for significantly less ETOH consumption rates by female rats during the EE condition compared to the NEE condition. Therefore, future studies should examine the possible role that EE may play in mediating the estrogenic effects on alcohol use in adolescent female rats. Another limitation to the present study involves the restricted age cohort of investigating the possible EE preventative effects on ETOH in adolescent female rats. Future studies should examine the heterogeneity of treatment effects concerning EE on ETOH use by observing other female age cohorts.

CONCLUSIONS

The primary focus of this study was to investigate a potential treatment strategy that would support ETOH abstinence in adolescent female rats. We found that exposure to EE led to significantly less consumption of ETOH for both female groups, while loss of EE led to a significant increase in ethanol volitional intake. The present results support previous research findings (largely with animal male populations) using EE by demonstrating that when having concurrent access to alternative reinforcement (e.g., wheel running) it leads to a reduction in the reinforcing effects of the drug, thereby facilitating abstinence. The current findings may have important implications concerning treatment strategies for alcohol abuse in adolescent females.
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PRESS SUMMARY
Recent research has shown that female adolescent alcohol abuse is on the rise in the United States. In fact, the number of adolescent females (ages 12-17) with an alcohol use disorder (AUD) actually surpassed the number of adolescent males with an AUD. The consequences of underage drinking can be devastating and may result in truancy, motor vehicle injuries, sexual assault cases, and even death. Thus, with the rise of adolescent female alcohol consumption and increased risk of AUD, it is essential to determine a treatment method that supports long-term alcohol abstinence in females. One potential treatment is the implementation of environmental enrichment (EE). Environmental enrichment is a process concerning the stimulation of the brain by one’s physical and social surrounding that promotes non-drug reinforcement alternatives supporting drug abstinence. Further, accumulating evidence indicates that exposure to an EE during the earlier stages of life reduces the effects of abused drugs and decreases the vulnerability to develop a substance abuse disorder. To our knowledge, there have been no studies that have examined EE as a possible treatment strategy to support alcohol abstinence in adolescent female rats. Therefore, the current research sought to examine this novel approach by implementing EE as a viable treatment option to support abstinence in female alcohol abuse. The results suggest that access to enriched life conditions are important in facilitating alcohol abstinence in adolescent female rats.