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ABSTRACT
The conversation of how to maximize the minimum distance between points - or, equivalently, pack congruent circles - in an equilateral triangle began by Oler in the 1960s. In a 1993 paper, Melissen proved the optimal placements of 4 through 12 points in an equilateral triangle using only partitions and direct applications of Dirichlet’s pigeon-hole principle. In the same paper, he proposed his conjectured optimal arrangements for 13, 14, 17, and 19 points in an equilateral triangle. In 1997, Payan proved Melissen’s conjecture for the arrangement of fourteen points; and, in September 2020, Joos proved Melissen’s conjecture for the optimal arrangement of thirteen points. These proofs completed the optimal arrangements of up to and including fifteen points in an equilateral triangle. Unlike Melissen’s proofs, however, Joos’s proof for the optimal arrangement of thirteen points in an equilateral triangle requires continuous functions and calculus. I propose that it is possible to continue Melissen’s line of reasoning, and complete an entirely discrete proof of Joos’s Theorem for the optimal arrangement of thirteen points in an equilateral triangle. In this paper, we make progress towards such a proof. We prove discretely that if either of two points is fixed, Joos’s Theorem optimally places the remaining twelve.
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INTRODUCTION
Packing is a class of optimization problems. The objective is to place some number of non-overlapping geometric objects such that they are entirely contained in a larger object leaving as little space remaining in the larger object as possible. Packing problems have an expansive history beginning from when Kepler conjectured the density of the densest ball packing in 1611.1 In this paper, we consider the problem of packing thirteen congruent circles in an equilateral triangle. It is important to note here the relationship between the problem of packing thirteen congruent circles into an equilateral triangle and maximizing the minimum distance between thirteen points in an equilateral triangle. As Figure 1 below shows, the centers of the circles in the optimal packing of thirteen congruent circles in the larger triangle are the points that maximize the minimum distance between thirteen points in the smaller triangle. Thus, these are the same problem.

The two interpretations of the problem lead to different applications. By looking at the problem as a packing of circles, we answer questions along the lines of how large a box needs to be in order to hold $n$ bottles of water. By considering the problem in terms of maximizing the distance between points on a plane, we solve problems like how to optimally place transistors onto a microchip. Throughout this paper, we will consider the problem in terms of maximizing the minimum distance between thirteen points in an equilateral triangle.
Figure 1. An equilateral triangle with optimal point packing within an equilateral triangle with optimal circle packing

Figure 2. Optimal configuration of thirteen points in an equilateral triangle

Configurations that maximize the minimum distance between \( n \) points in an equilateral triangle have been proven for \( n \leq 12, 14, 20 \) \( n = k(k + 1)/2 \) for any \( k \in \mathbb{N} \), and now \( n = 13 \), \( k(k + 1)/2 \) is the \( k \)th triangular number, and the optimal packing is the obvious one: in rows of 1, 2, 3, ..., \( k \) points. The proof for \( n = 13 \) was completed by Joos in 2020, confirming Melissen’s 1993 conjecture that the orientation of thirteen points in an equilateral triangle shown in Figure 2 uniquely maximizes the minimum of the distance between two points. In other words, no other configuration of thirteen points in an equilateral triangle exists such that the distance between every pair of points is more than or equal to the minimum distance between the points in Figure 2. We will denote this minimum distance as \( d_{13} \).

Joos’s proof for the optimal configuration of thirteen points in an equilateral triangle diverged from the strategies that had been used previously to find optimal configurations of points in equilateral triangles. Rather than using only discrete mathematics, his proof requires continuous functions and calculus, relies heavily on inequalities, and considers several cases. This paper explores the possibility of an entirely discrete proof of the optimal arrangement of thirteen
points in an equilateral triangle. We demonstrate that if one can prove that an optimal placement of thirteen points must include \( N_1 \) or \( N_2 \) from Figure 2 then we would have an alternate and discrete proof that the Melissen placement of points its optimal. Determining whether the methods that had worked for proving the optimal arrangements of fewer points are still valid for thirteen points could influence whether people must search for new approaches as the number of points continues to increase.

Joos computes \( d_{13} = 9 - 5\sqrt{3} - \frac{7\sqrt{6}}{2} + 6\sqrt{2} \approx 0.251813 \) for a triangle with side length 1.6 Pairs of points in Figure 2 above whose distance is \( d_{13} \) are connected by a grey line.

RESULTS

We know from Melissen’s 1993 paper that the configuration of points shown in Figure 2 exists such that pairs of points connected by a grey line in the figure are \( d_{13} \) apart. From there, his conjecture states that this configuration is both optimal and unique, meaning that there is no other configuration of thirteen points in an equilateral triangle such that every pair of points is more than or equal to \( d_{13} \) apart. We will prove two theorems: one showing that if we assume the position of \( N_1 \) from Figure 2, then Joos’s Theorem for thirteen points holds; and the other showing that if we assume the position of \( N_2 \), then Joos’s Theorem holds as well.

We first note that Melissen proved the following lemma:

**Lemma.** In an optimal configuration of \( n \geq 3 \) points in an equilateral triangle, the three vertices of the triangle must be among the selected points.

**Theorem 1.** Let \( N_1 \) from Figure 2 be the point that is \( d_{13} \) from each of the points on adjacent sides of the triangle that are \( d_{13} \) from the top corner. If \( N_1 \) is fixed, then Joos’s Theorem for the optimal arrangement of 13 points is correct.

In other words, given the position of \( N_1 \), there is no arrangement of the remaining twelve points in the triangle other than the arrangement shown in Figure 2 such that every pair of two of the thirteen points is at least \( d_{13} \) apart. We first realize that for such a configuration to exist, it cannot contain any other points in the interior of a circle with radius \( d_{13} \) centered at \( N_1 \). As Figure 3 shows, this creates two distinct regions: the region above the circle about \( N_1 \) and the region below. We will begin by examining the upper region.

![Figure 3. Equilateral triangle with a circle of radius \( d_{13} \) about \( N_1 \)](image_url)

Given our definition of \( N_1 \) and as Figure 4 illustrates, the intersection of the interiors of circles of radius \( d_{13} \) about each of the three corners of the upper region contain every point except the three corners. Thus we know that every point other than the corners is less than \( d_{13} \) every other point in the region. So in order for there to be at least two
points in this region whose distance apart is at least \( d_{13} \), those points must be the corners. This also shows that we can include at most three points in this region. We can achieve this only by placing them in the corners, so the arrangement of three points in this region is unique. Since we can fit at most three points in this region, we must put at least nine points in the lower region.

![Equilateral triangle with upper region outlined](image)

Figure 4. Equilateral triangle with upper region outlined

The decomposition shown in Figure 5 partitions the lower region into eight subregions: the interiors of circles with radius \( d_{13} \) about \( U \) and \( Z \) (the highest points in the lower region), the interiors of the circles with radius \( d_{13} \) about the bottom corners, the interiors of the circles with radius \( d_{13} \) about \( V \) and \( T \) (the intersection points for the first two circles) minus the first two circles, and then the remaining space split symmetrically down the center. The lower region includes its upper boundary, so each of the five arcs that make up this boundary are included in their respective subregions. The purple and orange subregions include their boundaries except where they intersect with brown subregions; these intersections belong to the brown subregions. The brown subregions include their boundaries except where they intersect with the blue subregions. The blue subregions include their entire boundaries.

Since there are nine points, without loss of generality, we must place five left of and including the center. There are five points to place in four subregions. Thus, at least one subregion must have at least two points. Since the circular regions do not include their entire boundaries, they cannot fit more than one point. We take a closer look at the region outlined in blue from Figure 5 in Figure 6 below.

Figure 6 shows the region outlined in blue along with a circle of radius \( d_{13} \) about each of its corners. The circles about the corners of the region - \( N_2, H_1, G_1, \) and \( M_1 \) - are green, pink, orange, and brown respectively. Since the pink and brown circles contain the entire region, it is clear that any point in the blue region is less than \( d_{13} \) from \( H_1 \) and \( M_1 \). From Melissen’s original paper, we know that \( N_2 \) (the point \( d_{13} \) from and directly below \( N_1 \)) and \( G_1 \) (the point \( d_{13} \) from \( V \) on the side of the triangle) are \( d_{13} \) apart.\(^2\) Thus, the only way to fit two points in this region is at \( N_2 \) and \( G_1 \).

We have established that the only subregion from Figure 5 that can fit two points is the blue region and we cannot fit three points in any subregion. So we must put two points in the blue subregion at \( N_2 \) and \( G_1 \) and one point in each of the other subregions. We know from our lemma that there must be a point at \( A_3 \) (the corner). Now the only point
in the brown subregion that is \( d_{13} \) from \( G_1 \) and \( A_3 \) is \( V \) so we must place the next point there. The only point in the purple region that is \( d_{13} \) from \( V \) is \( U \), so a point belongs there as well. By the same argument, the points on the right side must be placed in the corresponding locations. We have shown that we can fit at most three points in the upper region and nine points in the lower region and that the arrangements of points in both of those regions is unique, so we have uniquely placed all twelve points. This concludes **Theorem 1**.

**Theorem 2.** Let \( N_2 \) from Figure 2 be the point on the altitude from \( C_1 \) that is \( d_{13} \) from \( N_1 \). If \( N_2 \) is fixed, then Joos’s Theorem for the optimal arrangement of 13 points is correct.

In order to prove **Theorem 2**, we will first split the triangle into an upper and lower region and decompose the upper region to show that we can fit at most five points in the upper region. We will then decompose the lower region into identical halves, providing that one of these halves must contain four points. We will then show that an arrangement of four points into one of the halves is unique. Fixing these points will further limit the arrangements of points in the upper region, allowing us to change our decomposition and prove that we can actually only fit four points in the upper region, so therefore, there are four points in the other half of the lower region as well. We will then prove that there is a unique configuration of four points in the remaining half of the lower region and four points in the upper region, thus giving a unique configuration of all of the remaining twelve points.
In order to maintain at least $d_{13}$ between each point, there cannot be another point within a circle of radius $d_{13}$ centered at $N_2$. Figure 7 draws a red curve along the boundary of the union of a circles of radius $d_{13}$ about the points $N_2$, $V$ and $T$ from Figure 2. We will consider the region above and including the red curve - but excluding the points $U$ and $Z$ - as the upper region, and the region below the red curve plus $U$ and $Z$ as the lower region.

Consider equilateral triangle $\triangle C_1UZ$ outlined in black in Figure 7. We will first show that there can be at most four points in this triangle excluding $U$ and $Z$. Each side of this triangle has length $2d_{13}$ since the points are defined such that $B_1$ is $d_{13}$ from $C_1$ and $U$ is $d_{13}$ from $B_1$. By Melissen’s proof optimizing six points in an equilateral triangle, we can uniquely fit six points into this triangle such that no pair of points is less than $d_{13}$ apart at $C_1$, $B_1$, $J$, $U$, $Z$, and $N_1$. Since this configuration is unique, if we exclude points $U$ and $Z$ from the region, we can no longer fit six points in the triangle outlined in black. Furthermore, since the optimal configuration of five points in an equilateral triangle requires five points from the configuration of the six points labeled in the region, removing those two points from the region makes it so that we cannot fit five points $d_{13}$ apart from one another either. Thus, in the equilateral triangle outlined in black excluding $U$ and $Z$, we can fit at most four points.

It follows that in order to fit six points in the upper region, we would need to put two points between the black triangle and the red curve shaded in orange - one on each side of $N_1$ since we cannot fit two points on either one side given that $N_1$ is $d_{13}$ from $U$ and $Z$. We will consider these two orange regions separated by $N_1$.

In order for there to be a point in each of these regions, there can be no point in the intersection of the circles about $N_1$, $U$, and $T_1$ and the intersection of circles about $N_1$, $U_1$, and $Z$ all of radius $d_{13}$, i.e. there can be no points below the pink and brown regions in Figure 7. This is because any point that is in one of those intersections would be less than $d_{13}$ from every point in the corresponding orange region, and we have already established that there must be a point in both regions for there to be six points in the whole upper region.
We next show that we cannot fit four points in the union of the blue, pink, and brown regions. The blue region is defined as the interior of a circle of radius $d_{13}$ about $C_1$, so there cannot be more than one point in this region. The pink and brown regions can each also have at most one point. To understand why, keep in mind, we took $B_1$, $J$, and $N_1$ from the optimal placement of six points in black equilateral triangle, so we know that they are $d_{13}$ apart. We cannot have a point at $N_1$ because we know that there must be a point in each of the orange regions and $U$ and $Z$ are excluded from those regions, so each of those regions contains a point less than $d_{13}$ from $N_1$. Thus, none of the blue, pink, and brown regions can fit more than one point, so we can fit at most three points the union of these three regions. Thus, there are at most five points in the upper region.

We now consider the lower region, which is below the red curve from Figure 7 and includes $U$ and $Z$, but excludes the interior of a circle of radius $d_{13}$ about $N_2$. Since we know we can only fit five points in the upper region, we must fit seven points in this region. Without loss of generality, we must fit four point on the left side of this region.

Figure 8 decomposes the left side of this lower region into three subregions. We define the orange subregion as the interior of a circle of radius $d_{13}$ about $U$, the green subregion as the interior of a circle of radius $d_{13}$ about $A_3$ and the brown as the remaining space. We know from Melissen’s paper that $G_1$ and $V$ are $d_{13}$ apart. Thus, the orange and green subregions can each contain at most one point and the brown subregion can contain at most two points uniquely placed at $G_1$ and $V$. Since we need to fit four points into these three subregions, we need to fit at least two points in at least one of these subregions, so we must put points at $G_1$ and $V$. The only way to put a point in each of the remaining subregions is by putting them at $A_3$ and $U$. Thus, the only possible configuration of four points on the left side of this region are $G_1$, $V$, $A_3$, and $U$.

Once we fix those four points, we cannot have any other points within $d_{13}$ of any of them. In particular we cannot have any point in the interior of the circle of radius $d_{13}$ about $U$ which is outlined in pink in Figure 9. With this in mind, Figure 9 revises our decomposition of the upper region using circles of radius $d_{13}$ about $C_1$ and $Z$ as boundaries of the regions. Note that $Z$ is not in the upper region at all, $N_1$ is in the red region, $J$ is in the yellow region,
and $B_1$ is in the blue region. Since each region can contain at most one point, we can now conclude that there are at most four points in this entire upper region. This means that there must also be four points in the right side of the lower region. An analogous decomposition to that shown in Figure 8 shows that the points on the right side of the lower region must be in analogous locations to those on the left: $B_3$, $S$, $T$, and $Z$. In particular, there is a point at $Z$, so the points in the red and yellow subregions in Figure 9 must be at $N_1$ and $J$ respectively. Fixing those points also requires that the only points that can be placed in each of the other two regions are $B_1$ and $C_1$. This concludes the unique configuration of the remaining twelve points.

**DISCUSSION**

The proofs provided in this paper bring us closer to a discrete proof of Joos’s Theorem for the optimal configuration of thirteen points in an equilateral triangle. We have shown that if either of two points is fixed, then we have an alternate proof of the Melissen configuration of thirteen points. We will now explore how one might begin proving the position of $N_1$ or $N_2$.

**Theorem 3.** Recall $N_1$ and $N_2$ from Figure 2. Let $K$, $T_1$ and $W_1$, $V_1$ be in the position that $N_1$ and $N_2$ would be in if the entire triangle was rotated about the center such that $C_1$ was positioned at $B_3$ and $A_3$ respectively. Let region $H$ be the orange hexagon from Figure 10 defined by $T_1$, $N_1$, $V_1$, $K$, $N_2$, and $W_1$ including its boundary. If there are two points in this region at least $d_{13}$ apart, they must be at either $N_1$ and $N_2$, $K$ and $T_1$, or $W_1$ and $V_1$ (which by our definition are all the same pair of points up to rotations of the triangle).

Since $H$ is a convex hexagon and congruent across all three altitudes of the large triangle, proving Theorem 3 is equivalent to proving that the distances from $N_1$ to $W_1$, $N_1$ to $K$, and $W_1$ to $K$ are less than $d_{13}$.

The point $E$ in Figure 10 is the midpoint of the segment from $C_1$ to $A_3$ which is the side length of the triangle. Assuming the triangle has side length 1, the segment from $C_1$ to $E$ is 0.5 in length. The segment between $C_1$ and $U$ from Figure 2, on the other hand, has length $2d_{13} \approx 0.503626$. So $E$ from Figure 10 is closer to $B_1$ than $U$ from Figure 2 is. Therefore the distance between $E$ and $N_1$ is less than $d_{13}$ and equal to the distance between $W_1$ and $E$ since $W_1$ is the same distance from $A_3$ as $N_1$ is from $C_1$. Thus, $\triangle EN_1W_1$ is isosceles, so $\angle EN_1W_1 \equiv \angle EW_1N_1$. Since $\triangle C_1UZ$ from Figure 2 is equilateral, $\angle C_1UN_1$ is $60^\circ$, so $\angle C_1EN_1$ in Figure 10 is greater than $60^\circ$ as is $\angle A_3EW_1$. 

![Figure 9. Refined decomposition of the upper region of the equilateral triangle](image-url)
Thus, $\angle N_1 EW_1$ is less than 60°, and therefore smaller than $\angle V N_1 W_1$ and $\angle EW_1 N_1$. So, the segment from $W_1$ to $N_1$ is less than that from $E$ to $N_1$ which is less than $d_{13}$. We can generalize this argument to now say that the segments from $N_1$ to $W_1$, $N_1$ to $K$, and $W_1$ to $K$ are less than $d_{13}$ since they are all the same pair of points up to rotations of the triangle. This concludes **Theorem 3**.

Now in order to show that there are points at $N_1$ and $N_2$, we need only to show that there must be two points in $H$ because the only way to fit two points in $H$ is by placing points $N_1$ and $N_2$, $K$ and $T_1$, or $W_1$ and $V_1$ which are all the same pair of points up to rotations of the triangle.

![Equilateral triangle with regions of emphasis outlined](image)

**Figure 10.** Equilateral triangle with regions of emphasis outlined

In order to show that there are at least two points in $H$, we would first need to show that there must be at least one point in $H$, meaning it is impossible to fit thirteen points outside of $H$ that are at least $d_{13}$ apart. We would then need to show that given that there is a point within $H$, we cannot fit twelve points outside of $H$ that are all at least $d_{13}$ apart. The blue lines clearly partition $H$ into six subregions. Because the six subregions are congruent, once we prove that there is a point in $H$, we can assume without loss of generality that that point is in the bottom left subregion of $H$, the triangle defined by the points $F_2, W_1, N_2$ including the boundary.

If there is a point in that bottom left subregion of $H$, there cannot be another point that is less than $d_{13}$ from all three corners of the subregion or else it would be less than $d_{13}$ from every point in the subregion. Thus, if there is a point in the bottom left subregion of $H$, there cannot be any other point within the intersection of the circles of radius $d_{13}$ about $F_2, W_1$ and $N_2$ which is outlined in purple (excluding the boundary); we will call this region $P$. So in order to complete the discrete proof of Joos’s Theorem, all that remains to be proven is that we cannot place thirteen points outside of $H$ and that we cannot fit twelve points outside of the union of $H$ and $P$. 
CONCLUSIONS
This paper makes progress towards a discrete proof for the optimal orientation of thirteen points in an equilateral triangle by proving that if either of two points is fixed, the other twelve are positioned in accordance with Joos’s Theorem. Finding that such a proof exists could influence how mathematicians approach similar packing problems. It is also interesting to note that 13, along with 8 and 19 can be expressed as \( \frac{k(k+1)}{2} - 2 \) or \( \frac{k(k+1)}{2} + 2k + 1 \) depending on the value of \( k \). The first representation shows us that these values are two less than triangular numbers (which are expressed as \( \frac{k(k+1)}{2} \)), but the second makes sense of the arrangement of the points. Melissen’s proof for the optimal configuration of \( n = 8 \) points, and in his conjectures for \( n = 13 \) and \( n = 19 \), all have very similar arrangements. They all have an upper region where the points are arranged as an equilateral triangle with a triangular number of points (that corresponds with the first term of the expression). A discrete proof for \( n = 13 \) could make leeway for a general proof for all \( n \) that are two less than a triangular number.
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PRESS SUMMARY
How large is the smallest computer chip that contains \( n \) transistors that must be some distance apart from one another? How big must a crate be in order to hold \( n \) jugs of water? These questions ask how we can maximize the benefit of costly or harmful materials and provide insight on how we can drive technology and innovation forward. Mathematically, these and many more questions are the same. This paper furthers the discussion of solving these types of problems.
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ABSTRACT
A circumstellar disk that surrounds a star is composed of gas, dust, and rocky objects that are in orbit around it. Around infant stars, this disk can act as a source of material that can be used to form planetesimals, which can then accrete more material and form into planets. Studying the mineral composition of these disks can provide insight into the processes that created our solar system. The purpose of this paper is to analyze the mineral composition of these disks by using a newly created python package, Min-CaLM. This package determines the relative mineral abundance within a disk by using a linear regression technique called non-negative least square minimization. The circumstellar disks that are capable of undergoing compositional analysis must have a spectrum with both a detectable mid-infrared excess and prominent silicate features. From our sample, there are only eight debris disks that qualify to be candidates for the Min-CaLM program. The mineral compositions calculated by Min-CaLM are then compared to the Tholen asteroid classification scheme. HD 23514, HD 105234, HD 15407A, BD+20 307, HD 69830, and HD 172555 are found to have a compositions similar to that expected for C-type asteroids, TYC 9410-532-1 resembles the composition of S-type asteroids, and HD 100546 resembles D-type asteroids. Min-CaLM also calculates the mineral compositions of the comets Tempel 1 and Hale-Bopp, and they are used as a comparison between the material in our early solar system and the debris disk compositions.
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INTRODUCTION
Circumstellar disks are rings of gas, dust, and other rocky objects that are in orbit around a star. Two types of common circumstellar disks are protoplanetary disks and debris disks.1,2 Protoplanetary disks form around infant stars before they reach the main sequence. The rocky material within these disks grows through violent collisions, eventually combining to form planetesimals.3 Debris disks form after the gas-rich protoplanetary disk around the star has dissipated, and they are composed primarily of dust grains and larger rocky bodies.4 The material in debris disks is composed of the remnants of collisions between planetesimals around the star. Several dust removal mechanisms eliminate dust grains effectively in the gas-poor debris disks in timescales much shorter than stellar ages, including: (1) Poynting-Robertson drag; (2) stellar wind drag; and (3) stellar radiation blowouts of small grains.5,6,7 The existence of debris disks indicates that this loss of material must be counterbalanced by the creation of new material via collisions of larger rocky material such as planetesimals.8 Therefore, the presence of a debris disk suggests the presence of planetesimals or already formed planets around the star.3

The light spectrum of debris disks can be used to determine physical characteristics such as the mineral composition, grain sizes, and temperature of the debris disk that emitted it.9 This paper will primarily study the mineral composition of debris disks. The mineral composition of a debris disk can be determined because the emitted spectrum is a combination of the individual spectra of the dust grains that compose the optically thin disk. Each dust grain mineral species produces a unique spectrum that allows the species to be identified.10 Thus, the mineral composition of a debris disk can be determined by deconstructing its emitted spectrum into the spectra of the individual mineral species within the disk.

Studying the mineral composition of debris disks in other solar systems may provide insights into the formation of our solar system. A particularly useful analog to the dust in other solar systems is the carbonaceous chondrites that are abundant in the asteroid belt in our solar system.11 Chondrite meteorites are thought to have been created from shock heating and thermal annealing in the protoplanetary disk of our early solar system.12 These thermal processes cause them to have a silicate-rich composition that is similar to the mineral composition detected in debris disks.13 This presents the possibility that the ongoing
processes in the debris disks are the same processes that created our solar system. Therefore, the detection of debris disks with similar compositions to some constituents of the solar system provides a rare opportunity to study the evolution of our solar system.

The challenge of performing mineral spectroscopy on debris disks is the limited number of stellar candidates that meet the necessary qualifications for such analysis. Matthews et al. (2014) reported that debris disks are detected around ~10% of solar-type stars (e.g., the FEPS survey) and around ~20% of FGK type stars (e.g., the DUNES survey). However, because of the detection sensitivity required to observe debris disks and the need for a highly sensitive space InfraRed telescope (e.g., Spitzer Space Telescope), the number of currently known stars that have debris disks is relatively small (N=505 from Cotten and Song 2016). The few stars that have debris disks must also have a detectable mid-infrared excess, prominent silicate mineral features, and have been observed by either the Infrared Space Observatory (ISO) or by the Spitzer Space Telescope (SST). For these reasons, out of 505 of the known debris disks, only eight are viable candidates for mineral composition analysis.

Like chondrite meteorites, comets are composed of the material from the early solar system, primarily from the solar nebula during the protoplanetary disk phase. This cometary material is similar in composition to planetesimals found in systems with early planet formation. Therefore, studying the composition of comets is another way to study both the environment of the early solar system, and also the composition of distant planetesimals indirectly. To further study the cometary dust grains in our solar system, NASA conducted the Deep Impact study to measure the spectrum of the comet Tempel 1. In this study, an impactor was sent to collide with Tempel 1. The impact was necessary because the mineralogical emission features required for spectroscopy are only present when sufficiently small grains are abundant. The spectrum of Tempel 1 is representative of the composition of the early solar system when Tempel 1 is thought to have formed. One of the uses of the Deep Impact study is to compare the emission features of the early solar system dust against the emission features of debris disks. For this reason, Tempel 1 is an interesting candidate for mineralogical compositional analysis.

We developed a new mineralogical compositional analysis technique called **Mineral Compositional Analysis using Least Square Minimization (Min-CalM)** and this technique was applied to the spectra of various comets and debris disks. We developed the Min-CalM program to determine the mineral composition and relative abundance of each mineral within it. It should be noted that there are many possible combinations of minerals and relative mineral abundances that can produce the same observed spectrum of a certain target. Ordinarily, mineral compositional analysis is done manually, which could lead to potential bias in the results due to inherent biases the scientist may have. Unlike the traditional method, the Min-CalM analysis provides a bias-free, purely mathematical composition result. However, we note that Min-CalM results are not necessarily represent better fits. While it can only be applied to a few debris disks currently, our Min-CalM method will be useful to analyze many more debris disk spectra that will be obtained with the Next Generation Space Telescope (James Webb Space Telescope).

It must be pointed out that, in this compositional analysis technique, we have made the underlying assumption that each debris disk is optically thin enough that the spectra of the inner disk can be measured. Min-CalM studies the solid-state features in debris disk spectra, and these features originate in the optically thin region of the debris disks. By making this assumption, the composition calculated by Min-CalM can be considered to be representative of the composition of the entire debris disk, not just the optically thin regions. This assumption allows the mineral spectra to be added together linearly to recreate the debris disk spectrum. Additionally, it should be noted that Min-CalM does not consider the effects of different grain temperatures, shapes, or porosities in its calculations. These properties considerably affect the spectra produced by the dust particles, however, in Min-CalM’s mineralogical library, each mineral is represented by a single spectrum with fixed temperature (Black-body), shape (circular), and porosity (minimal porosity).

**METHODS**

**The Debris Disk Selection Process**

The debris disks analyzed in this paper were chosen by first examining the list of 505 known debris disks from Cotten and Song (2016) which was the most complete list of nearby (≤100 pc) debris disks (> ~5 Myr) debris disks when published. The list did not contain proto-planetary disks because of the age selection criterion. The mid-IR spectra for some of these disks were taken by the IRS spectrometer onboard the Spitzer Space Telescope. These spectra were downloaded from the Spitzer Heritage Archive, which is a library that contains the data from past observations made by the Spitzer telescope. Of the 505 debris disks, Spitzer did not observe 98 of them, and therefore these disks could not be considered for mineral compositional analysis. In order to determine which of the remaining debris disks spectra have strong silicate mineral features, the spectral contributions of the stellar photospheres were subtracted from each of the Spitzer mid-IR debris disk spectra (Figure 1a). This subtraction separates the disk spectrum from the stellar photosphere spectrum. Additionally, large dust grains that compose the debris disk produce a smoothly varying blackbody emission that must be removed from the debris disk spectrum before it can undergo mineral spectroscopy.
This approximation of blackbody emission from large dust grains is made so that the silicate spectral features of interest, produced by small dust grains, can be isolated and studied. When there exist strong hints of these dust blackbody contribution, we subtracted dust blackbody contribution with the best-fit blackbody dust temperature obtained by an iterative eye-fit.

Figure 1. This figure demonstrates that the Spitzer IRS spectrum (left) is a combination of the spectral contributions from the stellar photosphere SED (Spectral Energy Distribution) (middle) and the debris disk spectrum (right). To obtain the isolated debris disk spectrum from the IRS spectrum, the stellar photosphere must be subtracted from the observed IRS spectrum.

Once the debris disk spectrum is isolated and the blackbody component has been removed, the presence of silicate emission features is determined. 397 of the 407 remaining debris disks do not have substantial silicate emission features (Figure 2), which leaves only eight candidates that are capable of undergoing mineral compositional analysis. Debris disk spectra with silicate features are rare because for this to be the case, there must be an abundance of small particles in the disk. Particles that are small enough to produce silicate features are easily blown out of the disk via radiation pressure. If a debris disk spectrum has prominent silicate features, then this implies that the small dust grains are being created faster than they are blown away from the disk. The debris disks that this paper will focus on are the disks around the following eight stars: BD+20 307; HD 172555; HD 15407A; HD 23514; HD 69830; TYC9410 532-1; HD 100546; and HD 105234.

Figure 2. This figure displays two IRS spectra where silicate mineral features are not present. If these spectra contained silicate mineral features, the spectra would resemble the debris disk spectra in Figure 1.

In many of the debris disk spectra, there are sections of sharp decreases and increases in flux due to instrument artifacts (Figure 3). This issue originates from the reduction of the raw spectra obtained by the Infrared Spectrograph (IRS), an instrument in the Spitzer telescope. There are four spectral modules used in the IRS high resolution observing mode: Short-Low; Short-High; Long-Low; and Long-High. Each module covers a different range of infrared wavelengths. Each of these modules produces a spectrum with a flux scaling that is occasionally offset from the scaling produced by the other modules in the IRS. The spectral peaks from each module section are real features, but they appear to be artificially raised or lowered from the expected flux. One reason for the difference in flux levels is the different widths of the SL and LL slits in each module, which results in different amounts of flux lost. This issue is somewhat mitigated by using the CASSIS library which seeks to calibrate the scaling of each module. The CASSIS database contains optimally extracted spectra measured by each of the different Spitzer IRS modules, unlike the pipeline extracted spectra for general purpose from the Spitzer Heritage Database. For a small fraction of CASSIS reduced-IRS spectra, we see inappropriate inter-module scalings manifested as a sudden discontinuity of spectral shape at the module boundary. To correct the flux scaling for each instrument, we first plot the module spectra together. Misaligned sections
of spectra are multiplied by a scaling factor, which is calculated by dividing the expected flux level by the actual observed flux at that wavelength. As an example, the result of this process on the circumstellar disk surrounding HD 15407A is displayed (Figure 3).

Figure 3. This figure compares the spectrum of the debris disk surrounding the star HD 15407A before (red) and after (blue) the spectrum was flux corrected. In the left figure, both spectra are displayed on top of each other to show the difference between them. The flux corrected spectrum (blue) is raised for demonstration purposes only. In the non-corrected spectrum (red), the flux scaling of the LL1 module (from 21 to 38 microns) is scaled too low compared to the rest of the module flux levels, so a sharp decrease can be seen around 21 microns. The right figure shows a close-up of the discontinuity, with both spectra plotted on top of each other for display purposes. The flux discontinuity can be seen at around ~21 microns. The flux-corrected spectrum should be continuous with no sharp discontinuities, so the LL1 module spectrum must be raised to the correct flux level compared to the other module levels.

Traditional Methods of Mineralogical Analysis
Traditionally, a mineral compositional analysis of debris disks has been performed manually. The minerals that are considered in the mineralogical analysis are chosen based on their likelihood of being present in a debris disk. The minerals are then selected based on the relative strength and wavelength of their spectral features and are then compared to the corresponding features in the debris disk spectrum. The mineral is considered to be a match if its spectral features have a similar height and wavelength to the features in the debris disk spectrum. The relative abundance of a mineral is the amount that its spectrum contributes to the overall debris disk spectrum. Therefore, the relative abundance is related to the amount of that mineral that is present in the disk. The debris disk spectrum is recreated by multiplying each mineral by its relative abundance within the disk and then adding the weighted mineral spectra together. If the minerals and relative abundances are well-chosen, then the newly created spectrum will resemble the original debris disk spectrum.

The Min-CalM Algorithm
The manually driven phase space search method relies on a human observer to choose a small number of expected mineral species and guide the phase space search by hand, and thus is potentially limited by the initial choice of minerals and bias of the observer and their ability to search phase space. In order to improve this, we began developing the Min-CalM program to mineralogically fit the IRS spectra of the debris disks around two stars initially, HD 23514 and HD 15407A, and modified the program until it was able to recreate both spectra successfully. The process of this development involved trying different mathematical methods to determine the relative abundance of each mineral to produce the best spectrum fit for both debris disks. The most effective mathematical approach was found to be a linear regression technique called non-negative least square minimization (NNLS). NNLS is a good method for compositional mineral analysis because the target spectrum (debris disk or comet), mineral spectra, and the relative abundances of each mineral create a linear system. Additionally, this is an overdetermined system, meaning that there are more equations than there are unknowns. This indicates that the solution to this linear system (i.e., the relative abundances of each mineral) is not unique, and therefore different combinations of mineral abundances could be used to create the same spectrum. NNLS provides a good approximation of the solution of an overdetermined system.

To be able to use NNLS on the debris disk system, first, the target spectrum, mineral spectra, and relative abundances must all be converted into matrix form. The mineral spectra matrix is created by placing each mineral spectrum horizontally next to each other. This is a 903 × 40 size matrix because there are 40 minerals in the Min-CalM mineral library, and there are 903 spectral points in each mineral spectrum. Likewise, the data points of the debris disk spectrum are resampled into a 903 × 1 matrix to match the number of spectral points of mineral spectra, and the relative abundances are stored in a 40 × 1 matrix because each mineral has only one abundance. This system of matrices forms a linear system, as shown in Figure 4. In this matrix...
representation, \([t_1, t_2, t_3, \ldots, t_{903}]\) represents an IRS spectrum of a debris disk, while \([m_{1,i}, m_{2,i}, m_{3,i}, \ldots, m_{903,i}]\) represents a mineral spectrum of the \(i^{th}\) species in the mineral spectral library, and \([w_1, w_2, w_3, \ldots, w_{40}]\) corresponds to the best-fit relative abundances of all mineral species considered.

\[
\begin{bmatrix}
  m_{1,1} & m_{1,2} & m_{1,3} & \ldots & m_{1,40} \\
  m_{2,1} & m_{2,2} & m_{2,3} & \ldots & m_{2,40} \\
  m_{3,1} & m_{3,2} & m_{3,3} & \ldots & m_{3,40} \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  m_{903,1} & m_{903,2} & m_{903,3} & \ldots & m_{903,40}
\end{bmatrix}
\begin{bmatrix}
  w_1 \\
  w_2 \\
  w_3 \\
  \vdots \\
  w_{40}
\end{bmatrix}
= 
\begin{bmatrix}
  t_1 \\
  t_2 \\
  t_3 \\
  \vdots \\
  t_{903}
\end{bmatrix}
\]

Figure 4. This is the matrix representation of the linear system containing the mineral spectra (left), the relative abundances of those minerals (middle), and the debris disk spectrum (right). The mineral spectra matrix is of size 903 \(\times\) 40. Each column of this matrix corresponds to the individual spectrum of a mineral which contains 903 data points. The relative abundance matrix is of size 40 \(\times\) 1 because each mineral has one relative abundance and there are 40 total minerals. The debris disk spectrum of size 903 \(\times\) 1 is created by multiplying the mineral spectra and the relative abundance matrices.

Now that each part of the system is in matrix form, the NNLS equation (1) can be applied,

\[
\text{argmin}||\text{mw} - \text{t}||\quad \text{with}\ w_i \geq 0
\]

Equation 1.

Here \(\text{m}\) represents the mineral spectra matrix, \(\text{t}\) is the target spectrum, and \(\text{w}\) is the relative abundance of each mineral. Additionally, relative abundances are constrained to be zero or positive numbers. The reason for this constraint is that a negative mineral abundance would be non-physical. The result of the solved NNLS equation is a list of 40 mineral abundances. If a mineral is determined by Min-CaLM not to be present in the debris disk, then the abundance of that mineral will be zero. The new debris disk spectrum is recreated by multiplying the spectrum of each mineral with its corresponding relative abundance within the disk. Then each of the weighted spectra is added together. We list all 40 mineral species considered in our Min-CaLM scheme in Table 1.

RESULTS
The goal of this study is to calculate the unbiased mineral composition of eight debris disks and two comets using our newly developed mineralogical analysis technique, Min-CaLM. Before using the Min-CaLM scheme, each target spectrum must undergo the photosphere and blackbody removal processes described in the Methods section. The relative mineral abundances calculated by Min-CaLM are displayed in Table 2 for each target object. These abundances are used to recreate the spectrum of each object, shown in Figure 5. Also included in Table 2 are the black body temperatures used in Min-CaLM’s calculations and reduced chi-squared test results for each object. For illustrative purposes, a diagram of the mineral spectra present in the circumstellar disk of BD+20 307 is included in Figure 7 to demonstrate how the mineral spectra are combined to recreate the observed spectrum.

The reduced chi-square statistic is defined as the chi-square per degree of freedom and is used to determine the goodness of fit of the Min-CaLM recreated and the original spectra. For the reduced chi-square statistic, a fit is considered to be bad if \(\chi^2_\nu > 1\), good if \(\chi^2_\nu < 1\), and over-fitted if \(\chi^2_\nu << 1\). For the purposes of Min-CaLM, an overfitted result is acceptable because the objective of the program is to reproduce the target spectrum as closely as possible. Of the results calculated by Min-CaLM, HD 172555, BD+20 307, HD 100546, and Hale Bopp have chi square results less than one, and HD 15407A, HD 105234, HD 23514, HD 69830, TYC 9410-532-1, and Tempel 1 have chi square results larger than one. It should be noted that any model that produces an acceptable chi-square values should be treated as valid. This system is over-determined, so there are many possible solutions, and if those solutions produce acceptable chi-square results, then they are just as valid as these solutions.

The chi-square test values are calculated with \((\text{obs}_i - \text{fit}_i)^2 / \text{noise}^2\), which is then divided by the degrees of freedom, equal to the number of data points, and where \(i\) indicates a wavelength point and the noise is the error recorded by Spitzer. Chi-square values are also plotted against the wavelength for each target object in Figure 6. Some diagrams in Figure 6 have peaks with high chi-square values, but the overall reduced chi-square value is small. This could indicate that the fitting is good at most wavelengths except for the wavelengths with high peaks. Together, these plots illustrate which wavelengths Min-CaLM struggles the most to fit. The chi-square value vs wavelength plot of an optimally reproduced target spectrum would hover around zero, and regions with a raised chi-square value indicate where the Min-CaLM-reproduced spectrum did not correctly reproduce the target spectrum.
spectrum. For instance, in the plot of HD 100546 in Figure 6, Min-CaLM struggled to fit the debris disk spectrum of HD 100546 around 6 and 11 microns, with the largest peaks in the plot at 6.35 microns. This plot indicates that Min-CaLM is possibly missing the species of phyllosilicates and olivine minerals that produce spectral peaks around those wavelengths. As evidenced from the plots in Figure 6, the mineralogical library of Min-CaLM is not yet complete and would considerably benefit from the inclusion of more olivine, silicate, and phyllosilicate mineral species.

<table>
<thead>
<tr>
<th>Mineral Name</th>
<th>Mineral Family</th>
<th>Formula</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tridymite</td>
<td>Tectosilicate</td>
<td>SiO₂</td>
<td>A tectosilicate mineral found in felsic igneous rocks</td>
</tr>
<tr>
<td>Albite</td>
<td>Tectosilicate</td>
<td>NaAlSiO₄</td>
<td>A feldspar mineral found in felsic igneous rocks</td>
</tr>
<tr>
<td>Anorthite</td>
<td>Tectosilicate</td>
<td>NaAlSi₂O₆</td>
<td>A feldspar mineral found in mafic igneous rocks</td>
</tr>
<tr>
<td>Hypersthene</td>
<td>Inosilicate</td>
<td>(Mg,Fe)₂SiO₄</td>
<td>An inosilicate mineral found in igneous rocks and occasionally in metamorphic rocks</td>
</tr>
<tr>
<td>Diopside</td>
<td>Inosilicate</td>
<td>CaMgSi₂O₆</td>
<td>A silicate mineral found in ultramafic igneous rocks</td>
</tr>
<tr>
<td>Hornblende</td>
<td>Inosilicate</td>
<td>Ca(Mg,Fe)₂Si₃O₆(OH,F)₂</td>
<td>An inosilicate mineral found in metamorphic and igneous rocks</td>
</tr>
<tr>
<td>Wollastonite</td>
<td>Inosilicate</td>
<td>Ca₀.5(Si₇Al₀.8Fe₀.2)(Fe₃.5Al₀.4Mg₀.1)O₂₀(OH)₄</td>
<td>An iron-rich clay mineral found in basalt rocks</td>
</tr>
<tr>
<td>Nontronite</td>
<td>Phyllosilicate</td>
<td>Ca₂Si₂O₅(OH)₄</td>
<td>A clay mineral sometimes found in basalt rocks</td>
</tr>
<tr>
<td>Montmorillonite</td>
<td>Phyllosilicate</td>
<td>MgSi₃O₅(OH)₂</td>
<td>A clay mineral commonly found in metamorphic rocks</td>
</tr>
<tr>
<td>Olivine</td>
<td>Nesonosilicate</td>
<td>(Mg,Fe)₂SiO₄</td>
<td>A magnesium iron silicate commonly found in the upper mantle</td>
</tr>
<tr>
<td>Forsterite</td>
<td>Nesonosilicate</td>
<td>(MgSiO₄)</td>
<td>A magnesium-rich olivine mineral commonly found in igneous rocks, metamorphic rocks, and meteorites</td>
</tr>
<tr>
<td>Fayalite</td>
<td>Nesonosilicate</td>
<td>Fe₂SiO₄</td>
<td>An iron-rich olivine mineral commonly found in alkaline igneous (specifically volcanic)</td>
</tr>
<tr>
<td>Bronzite</td>
<td>Pyroxene</td>
<td>Mg₃SiO₅</td>
<td>Magnesium silicate with containing amounts of iron</td>
</tr>
<tr>
<td>Hedenbergite</td>
<td>Pyroxene</td>
<td>Ca₂SiO₄</td>
<td>An iron-rich pyroxene mineral found in chondrites</td>
</tr>
<tr>
<td>Diopside</td>
<td>Pyroxene</td>
<td>MgCaSiO₄</td>
<td>A monoclinic pyroxene mineral commonly found in igneous and mafic rocks</td>
</tr>
<tr>
<td>Enstatite</td>
<td>Pyroxene</td>
<td>Mg₂SiO₄</td>
<td>A pyroxene silicate mineral commonly found in igneous and metamorphic rocks</td>
</tr>
<tr>
<td>Magnesite</td>
<td>Carbonate</td>
<td>MgCO₃</td>
<td>A carbonate mineral that contains traces of iron and nickel</td>
</tr>
<tr>
<td>Dolomite</td>
<td>Carbonate</td>
<td>CaMg(CO₃)₂</td>
<td>An anhydrous carbonate mineral</td>
</tr>
<tr>
<td>Siderite</td>
<td>Carbonate</td>
<td>FeCO₃</td>
<td>A mineral composed of ~48% iron</td>
</tr>
<tr>
<td>Corundum</td>
<td>Oxide</td>
<td>Al₂O₃</td>
<td>A translucent crystalline form of aluminum oxide</td>
</tr>
<tr>
<td>TiO₂ †</td>
<td>Oxide</td>
<td>Ti₃O₈</td>
<td>An oxide mineral</td>
</tr>
<tr>
<td>Hematite</td>
<td>Oxide</td>
<td>Fe₂O₃</td>
<td>A gray colored iron ore</td>
</tr>
<tr>
<td>Magnetite</td>
<td>Oxide</td>
<td>FeO₂</td>
<td>A magnetic iron ore</td>
</tr>
<tr>
<td>SiO₂ *</td>
<td>Oxide</td>
<td>SiO₂</td>
<td>Silicon monoxide gas</td>
</tr>
<tr>
<td>Quartz</td>
<td>Oxide</td>
<td>SiO₂</td>
<td>A mineral commonly found in felsic igneous rocks</td>
</tr>
<tr>
<td>Gamma Alumina †</td>
<td>Oxide</td>
<td>Al₂O₃</td>
<td>A chemical compound related to corundum</td>
</tr>
</tbody>
</table>

Table 1. This table displays the minerals included in the Min-CaLM mineralogical library. Beside each mineral is the mineral group, the chemical formula, and a brief description of the mineral. The mineral group is a collection of minerals based on their chemical compositions. Min-CaLM calculated the emission for 19 of these minerals, but found no traces of them in the debris disk spectra, so those minerals are not displayed in this table. A † symbol means that the mineral spectra was downloaded from the USGS Spectral Library, a * symbol indicates that the spectrum was obtained by tracing a spectral graph, and no symbol means that the mineral spectrum was downloaded from the ASU Spectral Library. The ASU Spectral Library contains mineral absorption spectra, but the Min-CaLM program requires the emission spectrum of each mineral. To convert the mineral absorption spectra to emission spectra, each spectrum is inverted along the y-axis (flux) via the equation \[\text{emission flux} = 1 - \text{absorption flux}\] at each wavelength.
The mineral composition of the debris disks is significant because they bear a resemblance to the composition of the asteroids in our solar system. Based on the Tholen Taxonomy classification of asteroids, the compositions of the debris disks calculated by Min-CaLM are similar to the composition of three of the most abundant asteroid types in our solar system. Six debris disks (HD 23514, HD 105234, HD 15407A, BD+20 307, HD 69830, and HD 172555) are found to have compositions similar to that of C-type asteroids, one debris disk (TYC 9410-532-1) resembles the composition of S-type asteroids, and one debris disk (HD 100546) resembles D-type asteroids. These findings will be discussed in further detail in the Discussion section.

<table>
<thead>
<tr>
<th>Mineral Name</th>
<th>Targets</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HD 15407A</td>
</tr>
<tr>
<td>Blackbody Temperature (K)</td>
<td>344</td>
</tr>
<tr>
<td>Chi-square test result</td>
<td>8.75</td>
</tr>
<tr>
<td>Magnetite</td>
<td>15.1</td>
</tr>
<tr>
<td>Hornblende</td>
<td>15.0</td>
</tr>
<tr>
<td>Fayalite</td>
<td>-</td>
</tr>
<tr>
<td>Forsterite</td>
<td>-</td>
</tr>
<tr>
<td>Siderite</td>
<td>0.6</td>
</tr>
<tr>
<td>Olivine</td>
<td>13.9</td>
</tr>
<tr>
<td>Quartz</td>
<td>-</td>
</tr>
<tr>
<td>Tridymite</td>
<td>5.1</td>
</tr>
<tr>
<td>Hypersthene</td>
<td>-</td>
</tr>
<tr>
<td>Magnesite</td>
<td>-</td>
</tr>
<tr>
<td>Enstatite</td>
<td>-</td>
</tr>
<tr>
<td>Diopside</td>
<td>-</td>
</tr>
<tr>
<td>Dolomite</td>
<td>-</td>
</tr>
<tr>
<td>Saponite</td>
<td>-</td>
</tr>
<tr>
<td>Talc</td>
<td>-</td>
</tr>
<tr>
<td>Al2O3</td>
<td>6.3</td>
</tr>
<tr>
<td>Nontronite</td>
<td>-</td>
</tr>
<tr>
<td>Bronzite</td>
<td>8.1</td>
</tr>
<tr>
<td>SiO</td>
<td>-</td>
</tr>
<tr>
<td>Corundum</td>
<td>13.1</td>
</tr>
<tr>
<td>Halloysite</td>
<td>5.6</td>
</tr>
<tr>
<td>Albite</td>
<td>2.6</td>
</tr>
<tr>
<td>Wollastonite</td>
<td>-</td>
</tr>
<tr>
<td>Anorthite</td>
<td>2.2</td>
</tr>
<tr>
<td>Gamma Alumina</td>
<td>3.6</td>
</tr>
<tr>
<td>Hematite</td>
<td>-</td>
</tr>
<tr>
<td>Ti3O5</td>
<td>-</td>
</tr>
<tr>
<td>Montmorillonite</td>
<td>-</td>
</tr>
<tr>
<td>Hedenbergite</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 2. The relative % abundance of each target spectrum, calculated by the Min-CaLM analysis. There are eight debris disks and two comets. Each target is labeled at the top of the table and the minerals are on the left-hand side. If a mineral is not calculated to be in the target spectrum this is denoted by a “-“ symbol. The number in each cell represents the percentage of that mineral calculated to be present in the target spectrum. The spectrum of Hale Bopp does not show a hint of smooth blackbody continuum hence no blackbody temperature in the table.
Figure 5. This figure displays the final recreated spectra of the Min-CaLM program. The y-axis of each graph is the flux measured in Jy, and the x-axis is the wavelength measured in µm. The red spectrum is the original photosphere-subtracted disk spectrum of a target object, and the blue spectrum is the recreated best-fit spectrum from Min-CaLM plotted on top of it. The green uncertainty bars represent the uncertainty in the observations made by the Spitzer telescope. It should be noted that in some diagrams, such as the diagram of HD 23514, the Spitzer uncertainty bars from the CASSIS library are too small to be visible. Hale Bopp and Tempel 1 were not observed by Spitzer, and
Figure 6. This figure displays the chi-square value vs wavelength for each Min-CaLM calculated spectrum compared to the original measured spectrum. The chi-square value vs wavelength plot for a perfectly matched reproduced spectrum should hover around zero. Therefore, the regions of wavelength that correspond to large chi-square values indicate where Min-CaLM has struggled to properly reproduce the target spectrum. These wavelength regions are thought to have not been properly reproduced because Min-CaLM’s mineralogical library is missing the ideal corresponding mineral that contains peaks at that wavelength region.
DISCUSSION

The Relation of Calculated Debris Disk Composition to Our Solar System

Of all known debris disks, around 1–2%, such as the disks analyzed by Min-CaLM, contain a warm infrared excess emission that is created by the collision of planetesimals within the disk. When Min-CaLM calculates the relative mineral abundance of each debris disk, the abundances represent the composition of the planetesimals that created the dust in the collisions. Therefore, a way to relate the Min-CaLM-calculated debris disk compositions to our solar system is to compare them to the asteroids that are present in our system. One way to do this is to use the Tholen Taxonomy of asteroids.

The Tholen Taxonomy of asteroids categorizes asteroids into different classes based on the albedo and spectral shape of each type of asteroid, and each class of asteroids is found in different regions in the solar system. An asteroid class provides insight into the composition of the asteroid and its origin within the solar system. Three of the most abundant asteroid classes found in our solar system are the C, S, and D classes. For comparisons of the composition of the debris disks and asteroid classes, the relative mineral abundances for each debris disk can be found in Table 2, and the group of each mineral in the mineralogical library can be found in Table 1.

The C asteroid class is believed to be the parent body of carbonaceous chondrite meteorites, meaning that they have a similar composition to chondrites. C-type asteroids are found in the outer region of the asteroid belt and contain a significant amount of hydrated silicates, also known as phyllosilicates. Of the debris disks analyzed by Min-CaLM, six of them, HD 23514, HD 105234, HD 15407A, BD+20 307, HD 69830, and HD 172555 have mineral compositions that resemble the composition that is expected for C-type asteroids. This could indicate that C-type asteroids are abundant in these debris disks because the dust in the disks is likely created by the collisions of such asteroids.

S-type asteroids are found primarily in the inner region of the asteroid belt. The S asteroid class is thought to be the parent body to ordinary chondrites, which are the most common form of chondrites. The composition of S-type asteroids varies widely, and so this class is separated into multiple different subtypes. These subtypes are based on the proportion of olivine minerals to various pyroxene mineral groups, such as clinoxyroxenes. Only one of the debris disks analyzed by Min-CaLM is found to have...
a similar composition to S-type asteroids. TYC 9410-532-1 resembles the S(III) subtype, which is characterized by a relative abundance of olivine minerals that is much higher than the abundance of minerals in the pyroxene group.\textsuperscript{42} For example, the debris disk surrounding TYC 9410-532-1 is calculated to be composed of 10.10% olivine minerals and only 5.40% pyroxene minerals.

The D asteroid class can be found past the outer region of the asteroid belt in our solar system. These asteroids are thought to have originated in the Kuiper belt of our solar system.\textsuperscript{43} D-type asteroids are characterized by a lack of phyllosilicates.\textsuperscript{44} Of the debris disks analyzed by Min-CaLM, HD 100546 is found not to contain any phyllosilicate minerals and is therefore most represented by the D-type asteroid type.

The spectrum of the gas-rich protoplanetary disk orbiting HD 100546 is known to be remarkably similar to the spectra of the comets Hale-Bopp and Tempel 1.\textsuperscript{24} Based on the Min-CalM best-fit result, these objects consists primarily of oxide and silicate group minerals. The similarity in the composition of the debris disk surrounding HD 100546 and the comets could indicate that the environment in which Hale-Bopp and Tempel 1 were created is similar to the current environment of HD 100546.\textsuperscript{45} Because Hale-Bopp and Tempel 1 were likely created in the solar nebula before the creation of planetesimals, this compositional similarity could indicate the presence of forming planetesimals in the circumstellar disk of HD 100546.\textsuperscript{24}

\textbf{Literature Comparison}

The mineral compositions calculated by Min-CalM for circumstellar disks differ slightly from the compositions reported in other papers. This difference is expected because the system of linear equations displayed in Figure 4 is overdetermined, which indicates that there are many different solutions to the system. The mineral compositions of each debris disk, displayed in Table 2, are only one possible set of solutions to this degenerate system. This degeneracy is naturally occurring and cannot be removed from consideration. This becomes more apparent when comparing the composition of debris disks to asteroid types. An example of this can be seen with the composition of HD 69830. The composition that Min-CalM calculated for HD 69830 is most similar to a C-type asteroid, but in Lisse et al. (2006), it is estimated to have a composition more similar to a P or D asteroid.\textsuperscript{24} This difference in asteroid types is a reminder that, because this system is overdetermined, there are many possible solutions for the same system.

Another example of the difference in results can be seen in Lisse et al. (2009). In that paper, the mineral composition of HD 172555 was found to be primarily made of tectosilicates, SiO\textsubscript{2} gas, and olivine minerals. In contrast, Min-CalM calculated the mineral composition of HD 172555 to contain primarily hornblende, fayalite, and magnetite, which are inosilicates, olivine minerals, and oxide minerals respectively (Table 2).

We note that a manual fitting method, such as that applied by Lisse and collaborators, can be beneficial to create traditionally acceptable and appropriate solutions by first considering the minerals that frequently appear in astronomical environments in the fitting procedure. Our method does not take the astrophysical priorities of mineral species into account, and therefore, produces unbiased mathematical solutions. When analyzing a large set of mid-IR disk emission features, such as the ones to be taken with JWST, a quick, unbiased fitting by Min-CalM followed by detailed manual fitting can be a valuable approach.

\textbf{Future Improvements}

There are several ways that the Min-CalM program can be improved in the future. A substantial improvement that can be made to Min-CalM’s mineralogical library is to increase the number of minerals that it contains. This expansion of the mineralogical library would include minerals that are found in debris disks, but whose mid-IR spectrum could not be found when creating the library, such as amorphous refractory species. The increase in the number of minerals could potentially make the Min-CalM-calculated debris disk compositions more scientifically accurate. Currently, the Min-CalM library contains forty minerals that were chosen by their occurrence in debris disks, as reported in Lisse et al. 2006, Lisse et al. 2007, and Lisse et al. 2009. Our current spectral library of 40 minerals is likely insufficient to fit a variety of debris disk spectra. Because of the missing mineral spectra, some of the spectral features of the debris disks might be unable to be recreated by Min-CalM. This effect can be seen most clearly in the spectrum recreation of Hale Bopp (Figure 5). There is a spectral peak around ~24 μm that Min-CalM was not able to reproduce, potentially because it is missing the mineral that creates a peak at that wavelength. However, this discrepancy in peak location could also arise from differences in mineral sample grain shape, porosity, annealing history, and crystallinity, all of which Min-CalM does not take into consideration.\textsuperscript{46} Note that an increase of the size of Min-CalM’s mineralogical library would result in an increased number of degenerate solutions, as can be seen in Table 4. In this case, the Min-CalM program would still choose the mineral composition that best fits the debris disk spectrum.
Another issue is that the mineral spectra included in Min-CaLM’s mineralogical library only contains spectra from finely milled laboratory samples. When tiny particles are heated, their thermal spectra contain more prominent peaks than the spectrum that is created by larger particles. This problem can be fixed by expanding the mineralogical library to include different grain sizes for each mineral spectrum. With this improvement, the Min-CaLM program output would also include the grain size that was used for each mineral spectrum found in the debris disk.

Besides improvements on the mineralogical library, a potential future change to Min-CaLM could be to add additional linear regression technique such as Non-Negative Weighted Least Square (NNWLS) regression. This technique would place a weighted probability on each mineral based on how likely that mineral is to be found in a debris disk. Additionally, it could be used to make Min-CaLM place greater importance on certain spectral features when recreating the debris disk spectrum. For instance, it might be more crucial to fit the most prominent spectral peaks of the debris disk than it is to fit the ~40 µm tail of the spectrum, which generally contains more noise.\(^7\) Using NNWLS could provide an additional solution to the overdetermined system of the debris disk spectrum, the relative mineral abundances, and the mineral spectra. A caveat to add the NNWLS linear regression technique is that in certain cases, an emphasis on certain spectral features could bias the data analysis, particularly of outlier data.

Another possible improvement to the Min-CaLM algorithm is to use a regression technique called Non-Negative Least Chi-Square regression (NNLC). This regression technique differs from NNLS by minimizing the (chi-square) uncertainty instead of minimizing the residue difference between the observed spectrum and the recreated spectrum, as NNLS does.\(^8\) Within the debris disk spectra studied in this paper, the uncertainty values from IRS spectrophotometric flux are the main source of uncertainty. Taking this into consideration would allow the significance of our results to be quantified. While uncertainty calculations are outside the scope of this paper, in future versions of Min-CaLM this could be remedied by using the NNLC regression technique, or a combination of NNLC and NNWLS.

There are several issues regarding the fitting of the mid-IR spectra of debris disks that this paper and the Min-CaLM program does not take into account. First, the mineral spectra in Min-CaLM’s mineralogical library contains mostly pure grains with very little impurities. The “dirtiness” of the dust grains affects how efficiently the grains can absorb energy, and therefore are an important feature to consider. Another issue is that only very small grains produce the mineral features that Min-CaLM studies in debris disk spectra. Any minerals that are bound within large dust grains cannot be studied by Min-CaLM because those grains do not produce silicate mineral features in the mid-IR range. Therefore, the mineral compositions of each debris disk, shown in Table 2, are representative of the small grains within the disk, but not necessarily of the large grains. Additionally, the connection between the mineral composition of the dust within the debris disk and the processed material found in asteroids and comets is not entirely straightforward. Small dust grains are blown out of the debris disk by radiation pressure and must be continuously replenished via asteroid or comet collisions for there to be a debris disk. In this paper, we have assumed that small dust grains have a similar composition to the asteroidal material in the debris disk. In nature, dust grains exist with a range of different sizes and a power-law grain size distribution \((da/dN \sim a^{-3.5})\) is commonly used to simulate the size effect.\(^9\) Smaller grains are superheated due to their low emissivities and different size grains are all emitting at different temperatures. In Min-CaLM, we are effectively fitting observed spectra with a single grain size emissivity data. This limitation may be the cause of slightly different fitting results obtained in our method versus other literature results. A future improvement is expected to address this grain size issue.

The Min-CaLM program is still in the early stages of development. As previously stated, Min-CaLM does not consider the effects that grain size, different particle temperatures, or porosities in the grains have on the produced spectrum. It also does not consider how the different laboratories produced the input emissivity mineral spectra that are used in Min-CaLM’s mineralogical library and what effect that has on the Min-CaLM output. Overall, this paper serves as a demonstration of the potential that this program has in one day becoming a useful tool in the astronomy community. The findings in this paper should be taken with the understanding that the Min-CaLM program is still in development and that future generations of the program will incorporate the improvements discussed in this section.

The Min-CaLM program produces an unbiased mineral composition for debris disks that are capable of undergoing mineralogical compositional analysis. With new debris disk spectral data from the James Webb Space Telescope, the Min-CaLM program and the linear regression method behind it could be refined further to provide a useful platform for future analyses.

Min-CaLM has been published in the Astrophysics Source Code Library (ASCL) under the bibcode 2020ascl.soft01001K. Both the Min-CaLM program and mineralogical library can be downloaded from a GitHub repository that is linked in the ASCL page.
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PRESS SUMMARY
A circumstellar disk surrounding a star is composed of gas, dust, and rocky objects in orbit around the star. Around infant stars, this disk can act as a source of material to form planetesimals, which can then accrete more material and form into planets.

Studying the mineral composition of these disks can provide insight into the processes that created our solar system. In this paper, we introduce a new unbiased mineral compositional analysis technique, Min-CaLM, and apply it to eight circumstellar disks around the stars: HD 23514, HD 105234, HD 15407A, BD+20 307, HD 69830, and HD 172555. The Min-CaLM python package is open-access and is available to download from https://github.com/yungkipreos/Min-CaLM.
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ABSTRACT
The aim of this research was to determine the relationship between pole vault warmup and competition performance in a sample of 16 collegiate vaulters over 60 observations. Pole vault athletes are given time to warm up in the same area that the competition will take place. This prompted investigation into whether better warmup performance could indicate better familiarity with the performance environment, and whether this could translate to the competition. The number of warmup vaults taken was also considered. Participants were observed during multiple warmup periods and data was collected on warmup performance. The findings indicate a significant correlation between instances in which participants displayed their best warmup scores and their best competition performances, likewise with their worst. Also, participants who took more warmup vaults performed significantly better on average. Athletes and coaches should consider implementing warmup practices that emphasize familiarizing oneself with their performance environment.
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INTRODUCTION
Compared to practice, competitions often require athletes to perform under new or more challenging circumstances. The competition conditions external to the athlete constitute the performance environment, and can influence multiple skills relevant to athletic performance such as perceiving distance, memorizing distance, and perceiving velocity. Familiarity enhances one’s ability to perform physical tasks such as navigating, coordinating motor responses, and approaching a predetermined target within that environment. This relationship is also evident when considering the phenomena of the “home field advantage” with home teams winning significantly more competitions across multiple sports and leagues. In soccer, this effect was significantly reduced when home teams changed stadiums, suggesting the advantage came from familiarity with the conditions of the arena. This raises the question whether increasing one’s familiarity with their performance environment would positively influence their performance within a competition.

Track and field events such as the long jump and pole vault are unique to other events and sports in that athletes are allowed a “warmup period” before the event starts using the same area and performing similar jumps to what they will during the competition. In the case of the pole vault, the warmup period is usually 30-60 minutes long and athletes will take turns using the runway and landing area to perform multiple vaults as they will eventually in the competition. Panteli et al. (2016) explored how the environment and task influenced long jumpers’ visual step regulation and found that jumpers exhibited better step regulation and accuracy when the task more closely mimicked a full long jump sequence rather than shortened drills. They also exhibited better performance on approach drills when performing this task on the long jump runway they normally used rather than a flat track. These results indicate that familiarity with the environment and executing the complete task leads to better performance of elements within that task. Completion of a vault in the pole vault occurs when the athlete builds speed on the runway, plants their pole into a box, swings upside down, and finally launches themselves into the air in an attempt to clear a horizontal bar. Every one of these distinct stages is vital to a successful pole vault attempt, making the pole vault an ideal event to investigate the importance of task completion.

The current study investigated the relationship between warmup and competition performance in the pole vault. Besides there being no bar to clear during the warmup period, the warmup and competition environments are held constant, making a measure of the completeness of each vault an ideal indicator for warmup performance. Based on the prior research, a higher level of completeness of warmup vaults will indicate better mastery of the competition environment. The total number of warmup vaults will also be considered as repetition contributes to familiarity. We hypothesize that better performance during the warmup period, as measured by vault completeness, will be associated with better performance during the competition. Based on the research pertaining to familiarity and performance cited earlier, we also hypothesize that more warm up vaults will be
associated with better competition performance. The findings of this study may provide insight into the relationship between performance and environment within the pole vault and may help coaches increase the effectiveness of practices during the warmup period.

**METHODS**

**Participants**

A total of 16 pole vaulters, 7 male and 9 female, participated in the current study and were selected based on convenience. The number of males in their first, second, third, and fourth year of collegiate competition were 4, 0, 2, and 1, respectively (M= 2.00, SD= 1.20). The number of females were 1, 2, 5, and 1, respectively (M= 2.67, SD=.82). All participants were NCAA Division II collegiate athletes attending a midwestern university and ranged from 18-21 years of age at the start of the study. The average personal records, in meters, for males and females at the start of the study were 4.58m (SD= .33) and 3.62m (SD= .33), respectively. This sample demographic was chosen because competition at this level requires a substantial degree of technical proficiency that allowed standardization of measures that were based on form. Written informed consent was obtained from all of the participants. Approval for this study was obtained from the university’s institutional review board (reference number: 20-117-H) and athletic department.

**Procedure**

Testing occurred at the same indoor track and field arena at seven different pole vault competitions that adhered to NCAA rules and regulations. These took place over the course of 45 days. The participants were observed by one of two trained research assistants during the warmup period only, both who had extensive prior knowledge and experience with the pole vault. A test of interrater reliability was conducted where both observers independently scored the same 16 warmup vaults performed by four different participants (four vaults each) during the first pole vault competition of the study. The scores were then compared via Pearson correlation, \( r(14) = .97, p < .001 \). Observers were instructed to interact with the participants as little as possible. Data was collected on each warmup jump performed by each participant. Data was only collected on warmup jumps from the longest approach used by the participants in warmups in an effort to match the data with expected competition conditions. The data was written on a coded template after each vault.

The data recorded during observations consisted of the completeness score of each warmup vault for each participant that was competing that day (Table 1). Completeness was measured on a 0-3 scale based on how far the participant proceeded through the stages of the vault: a score of zero represents a vault in which the participant did not leave the ground, a score of one represents when the participant left the ground but made little or no movement to swing the body upside down, a score of two represents when the participant left the ground and swung upside down so their legs went past parallel with the ground, and a score of three represents when the participant left the ground, swung upside down, and made a concerted effort to mimic clearing a bar as they would in a competition (Figure 1). An obstacle such as a practice bungee did not need to be present to achieve a score of three.

![Table 1. Example of fictional observational data. “NA” is used in instances where the participant took less than that number of warmups.](image)

Apart from the data collected during observations, the participants’ performance in the competitions as well as their personal records were obtained from the public domain via “athletic.net.”

Participants’ competition performance was measured by using a ratio of the height scored in competition (CH) to the participant’s personal record (PR) at the time of that competition. This allowed for the comparison of all the participants regardless of individual differences in competency or experience. This calculation resulted in a performance score typically ranging from zero (in the case a participant did not make any height) to one (the participant tied their PR). If a participant vaulted a new PR, a score greater than one would result, and the new PR would be used in the calculation for subsequent competitions. This was done to control for any maturation that occurred over the course of the study.

The main analyses consisted of comparing competition performance with multiple variations of the warmup scores via Pearson correlation. Competition performance was also compared with the total number of warmup vaults taken (TWUV). In addition to...
the average scores for all of the warmup vaults for a given competition (S), the average of all of the warmup vaults except the first (SE1) and the average of the last three warmup vaults (SL3) were included. The “SE1” measure was used because a vast majority of all first warmup jumps scored a one, suggesting participants were intending to score this as a form of a warmup drill. The “SL3” measure was used to test if the last three warmup vaults had more influence than the preceding ones. One point to note is that these measures included instances in which a participant did not make any height in a competition, commonly known as a “no height” (NH). Functionally, these scores represent the same as vaulting “zero” in competition. In an attempt to prevent these scores of zero skewing the correlative data, performance and scores were averaged for each participant then compared across participants.

An alternate analysis was then performed to address NH data in a different fashion that represented them as individual observation results without skewing the data set. This was done by ordering all of the performances for each athlete from highest to lowest (PerfRank) and comparing that order to the corresponding order of warmup scores (SRank), warmup scores except the first (SE1Rank), last three warmup scores (SL3Rank), and the total number of warmup vaults (TWUVRank) via Spearman’s rank correlation.

RESULTS

Across 16 participants over the course of seven competitions, a total of 60 observations took place, with 15 resulting in a NH. The Pearson correlation between performance and TWUV (Figure 2) was significant, while no significant relationships were found between performance and Score, ScoreE1, or ScoreL3 (Table 2).

When comparing the data rank wise, significant Spearman’s correlations were found between PerfRank and SRank, as well as PerfRank and SE1Rank, while no significant relationships were found between PerfRank and SL3Rank or TWUVRank (Table 2).
Table 2. Correlative results. * – Pearson correlation coefficient, ρ – Spearman’s correlation coefficient, S – average score of all warmup vaults, SE1 – average score of all warmup vaults except the first, SL3 – average score of the last three warmup vaults only, TWUV – total warmup vaults, Rank – rank order highest to lowest, * – Significant result (p < .05), bDegrees of freedom = 14, cDegrees of freedom = 58.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Performance</th>
<th>Variable</th>
<th>Performance Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>r*</td>
<td>p</td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>.35</td>
<td>.189</td>
<td>SRank</td>
</tr>
<tr>
<td>SE1</td>
<td>.36</td>
<td>.172</td>
<td>SE1Rank</td>
</tr>
<tr>
<td>SL3</td>
<td>.43</td>
<td>.099</td>
<td>SL3Rank</td>
</tr>
<tr>
<td>TWUV</td>
<td>.56</td>
<td>.029*</td>
<td>TWUVRank</td>
</tr>
</tbody>
</table>

The results of this study support the hypothesis that better performance during warmups, as measured by vault completeness, is associated with better performance in competition. They also support the hypothesis that taking more total warmup vaults is associated with better competition performance.

Participants’ best scores during the warmup period significantly correlated with their best competition performances. This was true when comparing the average of all the warmup jumps in a given competition as well as the average of all except the first warmup jump. When considering the number of warmup vaults taken before competition, participants who took more warmup jumps, on average, performed better in competitions over the course of the study. Had competition performance been a measure of the height vaulted, this result could easily have been attributed to confounding differences between participants. However, because performance was measured as a ratio comparing participants’ performance to their own PR, this explanation is less likely.

One important feature to consider is the role NHs take within the interpretation of the results. NHs present a unique problem in that they are a qualitative representation of performance while all other marks are quantitative. This makes them challenging to draw meaningful comparisons between the associated data. To incorporate NHs as vaulting a height of “zero” would skew the data, while removing them from the data set altogether would lead to the consideration of only a “higher performance” subset of what actually occurs in competition. Either of these could explain why the Pearson correlations between performance and warmup scores failed to reach significance while the Spearman rank order correlations did. Including NHs in the average performance of each vaulter does create a useful means of comparison, but it also eliminates their significance as distinct observations which may lead to their influence being underrepresented. In light of this, there was still a significant Pearson
correlation between performance and TWUV suggesting the effect was robust enough be present despite the data being averaged. In a similar manner, the Spearman’s correlations between PerfRank and TWUVRank as well as SL3Rank were insignificant. This is likely due to the nature of the variables themselves. With TWUV ranging from 5-8, ranking led to a large number of ties. The same was true with SL3, where ranking the average of only three vaults led to a large number of ties.

It is worth noting that, while some of the relationships did reach significance, their correlation coefficients were not particularly high. The variables were compared using linear correlation, but it is entirely possible these relationships are more complex and require different analyses. Perhaps with longer observation periods constituting multiple pole vault seasons and a larger sample, the relationships will be better characterized for consideration of non-linear comparisons of the variables.

Low warmup vault scores suggest that a participant was unable to complete vaults due to inadequate performance of the preceding stages of the attempt. This is likely due to unfamiliarity with aspects of the competition environment relevant to proper execution of the earlier stages of the vault e.g. reaching a desired take-off target with unfamiliar cues. It may also be due to conditions external to the physical competition but still within the environment itself such as crowd size, temperature, time of year, stakes of the competition, skill of the competitors, etc. When considering the high level of experience participants have with the event, an environmental explanation becomes even more likely. This would suggest that those who had high warmup vault scores not only had higher environmental familiarity, but that this translated to better performance in competition, as the results support. In this context, it is worth noting that all of the data in the present study came from the same facility, an indoor fieldhouse which is the participants’ most common place of competition (i.e., their “home” location). A valuable direction of future research would be to repeat this study at different competition venues to see if the effects are enhanced in alternate environments.

The main limitations of the study come from the challenge presented by analyzing NH data. To limit skewing the data, performances were averaged within participants at the expense of the representativeness of each individual observation. To combat this, performance was analyzed in terms of rank. This allowed the representation of NH data, but at the expense of analyzing relationships based on the magnitude of difference. A future direction of research could be collecting more data and using it to create a model by which NHs can represent a nonzero performance that can be meaningfully compared to others. Collecting more data may also help address the correlation coefficients of the significant findings and help to further characterize their relationship. To avoid adding any potential stress to the athletes, because data was collected in NCAA sanctioned competition, active involvement of participants in the research by way of surveys/questionnaires was not requested. Because of this, other factors such as weight, length, and flex of poles being used, documenting when each athlete switched poles, reflecting on warmups/competition performance, etc., were not considered. Future research observing athletes in unofficial competitions or practice would allow this limitation to be addressed.

CONCLUSION
To more effectively utilize warmup periods, coaches and athletes should consider adopting practices that focus on familiarizing oneself with their competition environment or simulating the competition environment during practice. Some examples of this may include: using the same runway and landing area that will be used in competition, recreating potential competition scenarios, taking more vaults from a full approach, using a competition bar in practice instead of a bungee, setting the standards to what an athlete normally uses in competition, and giving coaching instructions as one would in a competition. While these results do provide valuable insight into pole vault performance, it should be acknowledged that participants in the study constituted only a sample and attended the same university, experiencing similar training and coaching. When considering warmups, participants’ best vault completeness scores coincided with their best competition performance scores. Also, participants who took more warmup jumps on average performed better in competition.
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PRESS SUMMARY

The pole vault is a track and field event where athletes use a long pole to launch themselves high in the air over a bar. In a pole vault competition, athletes have the opportunity to warm up in the same area and perform the same motions they will in the competition. The aim of this research was to determine if there was a link between an athlete’s performance in warmups and in competition. After observing collegiate pole vaulters and tracking their performances, a link was found. Athletes who performed better in warmups also performed better in the competition. Also, athletes who took more practice runs performed better. These findings indicate that certain aspects of the warmup process could be important to an athlete’s success in a competition. If athletes and coaches were to focus on key factors such as simulating the competition environment in practice and focusing on completing warmup vaults, they may have better performances.
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ABSTRACT

After different sports injuries, athletes may experience various psychological emotions in response to such injuries, which could lead an athlete to feel stressed. These emotions include anger, fear, frustration, anxiety, and depression which may lead to lack of confidence in returning to their sport and/or fear of sustaining a new injury. This narrative review aims to determine the possible psychological hindrances present when an athlete is planning on returning to sport after injury to an anterior cruciate ligament (ACL) or after sustaining a concussion. The synthesized information for this review has been collected from researching the databases PubMed, SportDiscus, PsycInfo, and Google Scholar using search terms including “return to sport”, “ACL injury”, “concussion”, and “psychology”. Journal articles needed to be in English and published in the years 2009-2019; books and unpublished abstracts were excluded. A total of 42 studies were included and analyzed using deductive coding to organize and synthesize relevant articles into themes. The review summarizes the shared common and the different psychological hindrances that may be found in athletes after an ACL injury or concussion. Shared psychological characteristics for returning to sport following either an ACL injury or concussion included fear, self-esteem, control, anxiety, stress, recovery, and social support. Discovering the common and unique psychological barriers which may affect the injured athletes from returning to sport can help educate athletes’ families, coaches, and healthcare professionals, as well as promote discussions for the future to help athletes feel more secure in their return to their respective sport.
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INTRODUCTION

Sports have become an ever-dominant presence in our culture with many people choosing to play sports at the high school, collegiate, professional, or recreational level. Specifically, over 8 million high school students and nearly 500,000 college students participate in athletics as of the 2018-2019 year while 19.5% of US adults participated in some form of daily exercise. Being involved in sports comes with the increased chance of injury, especially anterior cruciate ligament (ACL) injuries and sports related concussions.

ACL injuries are one of the most common sports related injuries in the United States with roughly 130,000 ACL reconstructions performed by doctors annually. Many athletes that sustain ACL injuries often undergo some type of rehabilitation, most commonly physical therapy, but sometimes this rehabilitation may come with a heightened risk of return to sport (RTS). Research suggests that 50% of patients that undergo ACL reconstruction may not be able to reach their previous level of sport, prior to injury. Although adequate rehabilitation and successful reconstruction are attainable in most athletes, RTS may not always be achievable since there are many other factors affecting RTS. They could be related to physical factors, (e.g., impairments an athlete may feel after sustaining their injury), contextual factors (e.g., social, and environmental pressures), and their own psychological hindrances they may be experiencing.

Concussions pose another threat to the athlete, as this injury has many hidden symptoms. Since there are no outward physical impairments for concussions, it can be very difficult to predict how long it will take an athlete to recover. From 2010-2016, there were over 280,000 hospital visits per year related to traumatic brain injuries, with about 45% of those occurring from contact...
sports. While this is deemed as the “invisible” injury, the jolting of the brain when a concussion occurs can cause symptoms that may include headaches, anxiety, irritability, and memory impairments.

Greater public concern around concussions has emerged as more health professionals and researchers gain a better understanding of how concussions affect the brain. Not only have concussions become a central focus for healthcare professionals, but also become aware of how concussions also impact parents and families of athletes who sustained these injuries. This awareness has prompted all 50 US states to pass laws to help safeguard athletes and support further research.

This literature review provides an in-depth analysis of the psychological hindrances that affect RTS after sustaining an ACL injury or concussion. The focus of this review is on these two athletic injuries, as both injuries can have lengthy recovery times, complications, and similar impacts on the psychological health of athletes. Other sports injuries were excluded by the authors to provide a narrow focus and allow for more concise data collection and synthesis.

METHODS
This literature review followed the matrix method of conducting literature reviews described by Goldman and Schmalz (2005). Inclusion criteria included English language journal articles published from (2009-2019) which summarized findings related to the psychological factors that may hinder athletes’ return to sport after an ACL injury or concussion. Any age of athlete was also included. Exclusion criteria included injuries other than ACL or concussion. The databases of PubMed, SportDiscus, PsycInfo, and Google Scholar were searched using the search terms listed in the table below (Table 1).

<table>
<thead>
<tr>
<th>Database</th>
<th>Search Strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td>PubMed</td>
<td>(((Anterior Cruciate Ligament OR ACL) AND (injury OR injuries OR tear OR tears OR reconstruction)) OR &quot;Anterior Cruciate Ligament Injuries&quot;[Mesh] OR concussion* OR &quot;Brain Concussion&quot;[Mesh]) AND (fear* OR anxiety OR anxious OR &quot;Fear&quot;[Mesh] OR &quot;Anxiety&quot;[Mesh]) AND (&quot;return to sport&quot; OR &quot;return to play&quot; OR &quot;Return to Sport&quot;[Mesh])</td>
</tr>
<tr>
<td>PsychINFO</td>
<td>(((Anterior Cruciate Ligament OR ACL) AND (injury OR injuries OR tear OR tears OR reconstruction)) OR concussion*) AND (fear* OR anxiety OR anxious) AND (&quot;return to sport&quot; OR &quot;return to play&quot;)</td>
</tr>
<tr>
<td>SportDISCUS</td>
<td>((Anterior Cruciate Ligament OR ACL) AND (injury OR injuries OR tear OR tears OR reconstruction)) OR concussion*) AND (fear* OR anxiety OR anxious) AND (&quot;return to sport&quot; OR &quot;return to play&quot;)</td>
</tr>
<tr>
<td>Google Scholar</td>
<td>(ACL injury* OR concussion*) AND (fear or anxiety) AND (&quot;return to sport&quot; OR &quot;return to play&quot;)</td>
</tr>
</tbody>
</table>

Following the searches, the primary author reviewed and selected studies to include in the literature review based on the criteria. Each article was separated into either the ACL and concussion category, then divided into sub-categories or themes using the matrix method to organize and summarize the literature. The sub-categories were determined prior to data collection, followed by organizing the data through deductive coding. Once the categories were determined, each article was read a second time to determine the most relevant themes. For ACL injuries, the articles were grouped in the following categories: self-reported fear and fear of re-injury, and psychological factors hindering return to sport. For concussions, the articles were separated into the following categories: recovery patterns after sustaining a concussion; anxiety and social support post-concussion; depressive symptoms in concussed athletes and return to play after sustaining a concussion. No assessment of the methodological quality of the articles was conducted.

RESULTS
A total of 43 studies were included in this literature review. The following section summarizes the findings of these studies on ACL injuries and concussions, respectively.

ACL Injuries
Self-Reported Fear and Fear of Re-injury
The topic of fear and fear of re-injury was a common theme that emerged in this review. To determine an athlete’s self-reported fear at the time of return to sport (RTS), Paterno et al. (2018) created a study in which they compared self-reported fear as well as the incidence of a second ACL injury within 24 months of that athlete sustaining their first injury. Categories were created for individuals that had undergone ACL reconstruction (ACLR) ranging in ages from 10-25 years of age. In the Paterno et al. study, fear was measured using the shortened version of the Tampa Scale of Kinesiophobia (TSK) with the participants separated into two groups. In the TSK scale, those who scored a 17 or greater on the TSK-11 are categorized in the high fear group and those that scored 16 and lower were in the low fear group. Results of the study showed that those who reported a greater fear on the TSK-11 were up to four times more likely to show lower levels of activity once they had undergone ACLR. Comparatively, those who had returned to their normal states of performance prior to injury often reported higher levels of fear when demonstrating...
pivoting and cutting motions. This higher self-reported fear also led to those athletes having a higher risk of suffering a second ACL injury within the 24-month period in which the participants stayed in contact throughout the study.\textsuperscript{14}

Tripp \textit{et al.} (2011) conducted a similar study about confidence in RTS for athletes one year after having undergone ACLR.\textsuperscript{16} The TSK-11 scale was used to measure the psychological aspects of the participant returning to sport and the Shortened Profile of Mood States (S-POMS) was used to measure mood states of those who had undergone ACLR.\textsuperscript{15,17} The S-POMS consists of 37 topics for six different emotion categories which include: tension/anxiety, depression/dejection, anger/hostility, fatigue/inertia, vigor/activity and concussion/bewilderment.\textsuperscript{17} The Pain Catastrophizing Scale (a 13-item scale) was also used to ask participants questions about their thoughts and feelings in regards to the pain after ACLR.\textsuperscript{18} An example of a question that would be asked on the scale is “when I’m in pain, I worry all the time about whether the pain will end.”\textsuperscript{18}

Based on the Tripp \textit{et al.} study, confidence was assessed to determine how ready an athlete was to RTS.\textsuperscript{16} To measure confidence, the Sport Self-Confidence Inventory, which consisted of 13 different topic areas, was used to assess the confidence participants had about participation in sports.\textsuperscript{19} Those that scored a 1 were said to have low confidence and those that scored a 9 had high confidence.\textsuperscript{19} The results of this study showed that those who had a high fear of re-injury and negative mood states after ACLR were more likely to have low confidence in RTS. This correlation was evident in those that reported a higher fear of sustaining a second ACL injury and were more likely to see lower levels of RTS in their respective sport(s).\textsuperscript{16}

\textbf{Psychological Factors Affecting Return to Sport}

Nwachukwu \textit{et al.} (2019) conducted a study in which they researched the different factors that affected RTS.\textsuperscript{20} They found factors that affected RTS both at the pre-operative and post-operative level for athletes, which seemed to vary. At the pre-operative level, they found that motivation of RTS, importance of RTS, and the possibility of RTS played a large role in the psychological readiness for an athlete to return to their sport. At the post-operative level, they found other variables that played a factor in RTS. These variables were the motivation they felt during rehabilitation such as physical therapy, self-esteem throughout the recovery process, their locus of control (in terms of their health) and also varying states of mood.\textsuperscript{20}

Similarly, a study conducted by Ardern \textit{et al.} (2013) found that positive or negative mental states may influence athletes’ decisions in RTS.\textsuperscript{21} If an athlete has a positive psychological response to surgery and post-operative rehabilitation, using crutches or physical therapy, they are more likely to RTS after a 12-month period than those who have a negative psychological response to RTS.\textsuperscript{21} While a patient is undergoing rehabilitation, it is essential to facilitate a positive psychological response to ensure a quicker RTS.

There are instances in which an athlete may sustain a second ACL injury and experience similar or heightened psychological reactions or emotions from the first injury. Webster \textit{et al.} (2018) conducted a study in which they focused their research on psychological readiness when an athlete has sustained a second ACL injury after undergoing ACLR for their first injury.\textsuperscript{22} Psychological readiness was determined by the Anterior Cruciate Ligament Return to Sport After Injury Scale (ACL-RSI).\textsuperscript{23} This scale measures an athlete’s emotion, confidence, and risk appraisal. For independent measures, there were five variables that were measured: surgical timing (i.e., the timing in between when an athlete sustained their injury to the time they underwent surgery), pre-injury sports participation (i.e., how active the athlete was in their sport before the injury occurred), knee laxity (i.e., how much an athlete is able to bend their knee), limb symmetry index (i.e., how similar each athlete’s knees are) and subjective knee symptoms and functions, reported by the patient.\textsuperscript{22}

The results of Webster \textit{et al.} (2018) suggested that young males athletes had a decreased time between injury and surgery, had a higher level of pre-injury sports participation, a higher limb symmetry, higher knee scores, and reported a higher psychological readiness for RTS after sustaining a second ACL injury, when compared to young female athletes, suggesting sex differences.\textsuperscript{22} These higher subjective knee scores combined with a confidence to ensure proper rehabilitative outcomes is also correlated with a higher psychological readiness to RTS. These sex differences have also been demonstrated in another study by Ardern and colleagues about men that have a higher psychological readiness to RTS.\textsuperscript{6} These sex differences have also been demonstrated in another study by Ardern and colleagues about men that have a higher psychological readiness to RTS.\textsuperscript{6} They also suggested that male athletes are also more likely to return to their previous level of competition before their injury occurred compared to female athletes.\textsuperscript{6}

While there are many studies that have been previously published that focus on why an athlete may be experiencing the emotions post-injury, there may be another explanation about this “fear” that athletes experience when they RTS. Walker \textit{et al.} (2010) conducted a study in which they focused on the topic of “re-injury anxiety.”\textsuperscript{24} This concept centers around why fear may not be the proper term to use for what an athlete is experiencing when they RTS. Walker and colleagues stated that fear is more of a biological response, but anxiety is more of the anticipatory feeling that an athlete may experience when they are contemplating the timeframe in which they should RTS.\textsuperscript{24} This could also correlate with psychological readiness; if an athlete reports more of the “re-injury anxiety”, then they may exhibit lower levels of psychological readiness to RTS.
Further research has demonstrated there are more psychological factors affecting readiness to RTS, including self-efficacy, stress, and social and contextual factors. A study conducted by Everhart et al. (2015) focused on three psychological domains that affect RTS: fear avoidance, self-efficacy, and stress and health.28 To measure fear, the Fear Avoidance Model, was used in which they found those who had a negative outlook response to the injury also had a negative emotional response to their ACL injury.26 To measure self-efficacy, the Theory of Self Efficacy was used.27 Using this measurement, it was found that having a patient set goals and portray positive self-talk performed better in their rehabilitative measures and thus had a higher level of RTS.28 Stress and health were measured by the Stress, Health and Buffering Hypothesis.28 It was found that individuals with higher stress combined with social support had better exercise completion both on their own and in physical therapy. However, to achieve these positive results, athletes must be willing to push past the fear of sustaining another injury to their ACL and be willing to return to their sport at the same level of functioning pre-injury.21

A second article by Ardern et al. (2015) focuses on the physical, social, and contextual factors that play into psychological readiness for an athlete to RTS.29 Specifically, sociodemographic factors such as age, sex, ethnicity, and socioeconomic status can play a larger factor in RTS.29 Ultimately, this could hinder an athlete’s rehabilitative outcome and may lead to a decreased level of psychological readiness. Finally, another limitation may stem from the overall performance of an athlete’s knee, focusing specifically on motor control and balance.

**Concussions**

Concussions are injuries that occur inside the brain hence researchers cannot see them properly to fully diagnose and understand them.30 There is a plethora of symptoms that can be seen and used to gauge a greater understanding of what occurs inside of the brain after it has been jolted by an outside force. Concussions can have physical symptoms, which can stem from headaches to feelings of dizziness, cognitive problems (e.g., difficulty with memory, the inability to concentrate, etc.), trouble sleeping, and emotional disruptions (e.g., irritability and anxiety).30 These symptoms will be analyzed in further detail in the following sections.

**Recovery Patterns After Sustaining a Concussion**

Recovery patterns after an athlete sustains a concussion can often be difficult since there are a variety of symptoms an athlete can possess. These symptoms are also based on the athlete’s self-report, which may not be reliable and include individual differences since self-reports tend to be biased as people like to present themselves in a more favorable demeanor. A study conducted by Teel et al. (2017) focused on some of the symptoms that may occur after sustaining a concussion.31 They determined that an athlete that had loss of consciousness (LOC) may experience amnesia, which may occur in two types: post-traumatic amnesia and retrograde amnesia. Athletes may experience post-traumatic amnesia in which they would not be able to remember anything after sustaining the concussion. Other times, they may experience retrograde amnesia, where athletes would not be able to remember anything prior to the concussion occurring.31 This information was used in augmentation to three additional measures used to assess concussion symptoms, psychological assessments, and balance which are detailed below.

The Graded Symptom Checklist (GSC) was used to determine symptoms, ranging on a scale from 0-6 with 0 meaning no symptoms and 6 being the most severe.32 This measure recorded four different types of symptoms: somatic (early and evolving onset), cognitive, and neurobehavioral symptoms. Early onset somatic symptoms could be dizziness, headaches, nausea, and vomiting. Evolving onset somatic symptoms could include drowsiness and fatigue. Cognitive symptoms could be having a hard time concentrating and remembering, and neurobehavioral symptoms could range from difficulty sleeping to sadness.31

The Standardized Assessment of Concussion (SAC) was used to measure concentration, orientation to the room and objects, immediate and delayed memory, sensation, strength, and coordination.33 This was measured in a range of 0-30, with a lower score indicating that the athlete possessed worse symptoms. The Balance Error Scoring System (BESS) was used to measure balance on each individual, as well as both legs.34 This was measured with a range of scores from 0-60, with the higher the score denoting worse balance.

These assessments showed that those who had previously suffered from LOC and suffered from 0-30 minutes of amnesia were more likely to have worse symptoms in any category. Those who had over thirty minutes of amnesia had worse balance while athletes who sustained more than two concussions in their athletic history also exhibited worse balance overall.31

**Anxiety and Social Support After Sustaining a Concussion**

Psychological traits and symptoms can impose as much of a hindrance on an athlete after a concussion as if they were to sustain an injury that would require surgery. A study conducted by Covassin et al. (2014) focused on anxiety and the amount of social support an athlete receives from anyone they may interact with after they have sustained their concussion.35 This was also compared with the social support that an athlete may experience if they have undergone an orthopedic surgery, such as an ACLR.
The State-Trait Anxiety Inventory (STAI) was used to determine how much anxiety an athlete experienced. For this, there were two types: state anxiety and trait anxiety. State anxiety is measured by how much an athlete experiences anxiety in the moment about different scenarios they may be presented with during rehabilitation and RTS. Trait anxiety measures how much anxiety an athlete feels in general about different scenarios. The 6 Item Social Support Questionnaire (ISSQ) was used to assess the amount of social support an athlete felt, which was broken into two parts. Athletes were first asked to provide information about the social support they received and were then asked to rate the overall satisfaction from this social support.

The results were quite similar when compared with athletes that had an orthopedic surgery. Athletes who had sustained a concussion received social support from family (89%), friends (78%), teammates (65%), physical therapists (48%), coaches (47%), and doctors (35%). Those who had undergone an orthopedic surgery were also relatively similar, with their highest amount of social support also coming from family and friends. Having positive social support after a concussion also allows for the athlete to reduce their stress. A positive perception of the social support they received also influenced the reduced levels of anxiety.

Depressive Symptoms in Concussed Athletes
Along with stress and anxiety an athlete may incur after sustaining a concussion, there is also the possibility for depressive symptoms to become prevalent. A study conducted by Roiger et al. (2015) showed the results of depression in patients that had received a concussion. They used the Center for Epidemiological Studies Depression Scale (CES-D) to assess depressive states, one week, one month and three months post-concussion. They found that after the timeframe of one week, athletes showed the most depressive symptoms. These symptoms decreased over time between the one week and one-month time frame. However, none of these levels posed these athletes to be at risk for a clinical diagnosis for depression.

A study conducted by Guo et al. (2018) also found similar findings as Roiger and colleagues. This research compared depressive symptoms to those that had undergone orthopedic injuries and found that athletes that had sustained a concussion also showed higher rates of depressive symptoms. They also used the same measure, the CES-D, to assess the depressive symptoms in concussed athletes.

Post-Concussion Return to Play Expectations
Similar to ACL injuries, there is also a certain timetable deemed both safe and suitable for an athlete to return to their respective sport. Since concussions are a closed head injury, it makes it more difficult to determine when an athlete should be cleared to play. A study conducted by Kelly and Erdal (2016) aimed to identify some characteristics, illustrated below, that may provide more insight to the timeframe in which athletes can RTS. The State-Trait Anxiety Inventory (STAI) was used to determine anxiety post-concussion. The Neurobehavioral Symptom Inventory (NSI) was used to measure traumatic brain injury (TBI) symptoms, as well as the Illness Perceptions Questionnaire-Revised (IPQ-R) to assess how the concussion affected the athlete’s life. The results of this study illustrated that athletes with a history of concussions were more likely to exhibit more post-concussion symptoms. If an athlete also identified as being more athletic prior to their concussion, they also were seen to exhibit less days in between when they sustained the injury and when they decided to RTS. It was also found that amnesia, the type of concussion symptom, and LOC played a significant role in an athlete’s decision to RTS.

Concussions being a closed head injury are subject to many self-reported symptoms or instances where an athlete may say they are ready to return to their sport when they inherently may not be. Lower rates of fear of re-injury have been shown to be present in athletes, post-concussion due in part to self-report. Anxiety has also been shown to decrease over time because the injury may not be taken as seriously as an orthopedic injury, such as that of an ACL injury.

Summary of Results
This review discovered both similarities and unique psychological hindrances for athletes suffering from ACL injuries or concussions when returning to sport. Table 2 below illustrates the psychological hindrances that are present in ACLs and concussions based on the information that has been discussed in the results section. While each respective sport contains hindrances specific to the injury, there is still some overlap. This is illustrated by the third column of the table which illustrates the shared psychological hindrances present in both injuries.
Table 2. The shared common and different psychological hindrances that may be found in athletes after an ACL injury or concussion.

<table>
<thead>
<tr>
<th>Injury</th>
<th>Psychological Hindrances</th>
<th>Shared Characteristics</th>
</tr>
</thead>
</table>
| ACLs   | - Motivation to return to sport  
- Importance of return to sport  
- Possibility of return to sport  
- Mood  
- Emotion  
- Self-efficacy  
- Physical impairments  
- Quality of life  
- Severity of injury | - Self-reported fear  
- Fear of re-injury  
- Self-esteem  
- Locus of control  
- Anxiety  
- Stress  
- Recovery patterns  
- Social support |
| Concussions | - Amnesia  
- Concentration  
- Coordination  
- Headaches  
- Dizziness  
- Depression  
- Pre-injury History  
- Cognitive Risks (CTE and Dementia) | |

DISCUSSION

Based on the findings from this literature review, there are many psychological hindrances that can affect RTS after an athlete has sustained an ACL injury or a concussion. Though every athlete’s experience is unique, level of fear and anxiety were shown to be the two strongest predictors in both injuries when deciding when to RTS.

According to Ardern et al. (2015), the severity of the injury which is perceived by the individual may affect their psychological readiness, especially in rehabilitative measures, such as physical therapy. If a patient feels that their injury is severe, they may not want to return on the specified timetable their doctor has advised them to follow or they may personally hinder themselves by not taking rehabilitation as seriously as they should, delaying their RTS.

Motivation also plays an active role in how prepared an athlete feels to RTS. This is exhibited throughout the recovery process from rehabilitation to RTS. The motivation to return can also be hindered by the severity of the injury mentioned above. If an athlete feels their injury is too severe, this may impede the return process and in turn decrease their motivation to RTS.

Though not the focus of this review, return to sport is a complex process that can be affected by not just psychological, but also physical and social impairments. The findings of this review support those reported previously by Ardern et al. (2015). Physical impairments may also accompany an athlete’s mental impairments. Muscle strength, pain, knee stability, knee swelling, and knee movement can all play a big role in how much an athlete feels they are able to RTS. If an athlete has physical hindrances that inhibit them in their RTS, this will inherently influence their mental state and further inhibit them on their RTS. Figure 1 summarizes commonalities between this review and Ardern et al. (2015). Psychological factors that affect RTS following ACL injuries including physical impairments, such as muscle strength, pain, stability of the knee, swelling of the knee, and the overall movement of the knee. Social and contextual factors may differ between athletes, some being too optimistic or too pessimistic about the recovery outcomes. All these factors are intertwined with one another, as well as combined with others. Certain variables such as the cause and severity of the injury could play a large role in an athlete’s psychological readiness to RTS.
Throughout this literature review, the research has illustrated that there are many psychological hindrances that affect RTS after an athlete has sustained an ACL injury. Concussions also pose their own set of psychological hindrances when an athlete is considering returning to their sport.

Depression plays a substantial role in when an athlete can RTS. Depressive symptoms were shown to be higher in athletes who sustained a concussion compared to those that underwent orthopedic injuries. While these athletes show depressive symptoms, elevated from normal depressive levels, these levels are not a cause for concern for the athlete. Levels are not high enough for a clinical diagnosis and will return to their normal levels once the athlete returns to their sport. While depression can be a hindrance in RTS, it can be overcome with time.

Pre-injury history can also influence RTS after sustaining a concussion. If athletes had a history of prior concussions, they showed a higher likelihood of having post-concussion symptoms. These symptoms could include depressive symptoms as mentioned above. If an athlete has prior concussions, they also may experience anxiety that would hinder them even further in the return process.

Those that sustain an ACL injury were seen to have higher levels of fear that were associated with being four times more likely to show lower levels of activity. This is illustrated after the athlete has undergone ACLR and is in the process of RTS. Concussed athletes also had self-reported fear. If they self-reported symptoms such as that of LOC or amnesia, athletes were shown to have a lower time frame in which they returned to sport.

Fear of re-injury is very common in athletes who have sustained an ACL injury. However, if an athlete was able to set goals and possessed positive self-talk, they were shown to have higher levels of RTS. In a similar manner, athletes that sustained a concussion and had lower self-reported fear, had a lower fear of re-injury. This could also factor into a concussion being an invisible injury since there may not be any physical symptoms seen in concussed athletes.

Anxiety and stress are both deterrents to the return process after sustaining an ACL injury or concussion. For ACL injuries, even if athletes had a higher stress level, if they possessed a high level of social support, they possessed better physical therapy outcomes. These combined factors allowed for an overall lower stress level when deciding to RTS. However, an athlete would have to push past the fear of a second ACL injury to return to their previous level, meaning they would need to surpass their levels of stress.

For concussions, high trait anxiety was shown to decrease and aid in an athlete’s RTS. Similarly, to ACL injuries athletes that sustained concussions but had a higher level of social support were able to reduce their stress levels. Athletes that exhibited a positive perception of social support displayed an overall reduction level in anxiety.
CONCLUSION
ACL injuries and concussions are some of the most prominent injuries in sports at any level. This literature review summarizes the psychological hindrances that affect RTS after sustaining an ACL injury or concussion and provides future directions that could be beneficial to the athletic community including coaches, parents, educational institutions, and the athletes themselves. In addition, this review could bring more awareness of the similar and unique psychological factors presented by ACL injuries and concussions inhibiting an athlete’s return to sport. The summary list of potential psychological factors hindering athletes from returning to sport could allow the athletic community to be better equipped to provide the best type of assistance for the athletes to RTS in a safe and supportive manner. This literature review could also spark the interest of medical professionals to incorporate better rehabilitative practices into their work with athletes. In doing so, this will create interest in conducting new studies to see how athletes will respond to different types of rehabilitation during the process of returning after injury.
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PRESS SUMMARY
This narrative review aims to determine the possible psychological hindrances present when an athlete is planning on returning to sport after injury to an anterior cruciate ligament (ACL) or after sustaining a concussion. Shared psychological characteristics for returning to sport following either an ACL injury or concussion included fear, self-esteem, control, anxiety, stress, recovery, and social support. Discovering the common and unique psychological barriers which may affect the injured athletes from returning to sport can help educate athletes’ families, coaches, and healthcare professionals, as well as promote discussions for the future to help athletes feel more secure in their return to their respective sport. This information can not only bring awareness to the fields of psychology, exercise science and medicine, but also further exploration into prevention of these injuries.